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What makes a Big Site™ big ?
● There is more to a Big Site™ than lots of CPU and 

Storage:
– number of VOs supported

– number of experiments the group is actively involved with:
● additional resources due to overlap with experiment specific 

software developments
● additional pressures due to users

– services to the community (GridPP and beyond)
● GridPP DIRAC, voms, WMS, Cloud

– community involvement
● e.g. perfSonar, ipv6 
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Overview: VOs
● LHC VOs: CMS, LHCb, Atlas
● non-LHC VOs: 

– LZ, mice, solid, t2k.org, comet

– biomed, ilc, lsst, snoplus, dune, na62, pheno
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LHC VOs: CMS
● CMS currently uses of 70% of  fair share
● Though not very efficiently: multicore jobs
● 2.4 Pb Storage (user data duplicated as backup)  

● Accessible via the grid and locally

Big Site™ contributions:
● T3 CMS specific configuration
● Phedex server (data transfer)
● UK xrootd server
● VM images for HLT (Cloud running on Trigger hardware)
● WMAgent (not via GridPP)
● EL7 and Singularity (almost there)
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LHC VOs efficiency

It would be funnier if it wasn't CPU delivered that counted.
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And it's not us....
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LHC VOs: LHCb
● 416 TB of storage, 15 % of fair share.
● Very efficient use of resources.
● Currently extending usage to cloud.  
● Voted “most low maintenance LHC experiment” 

several years in a row.
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non-LHC VOs
● Imperial College contributes significantly to the 

computing effort of several non-LHC VOs.
● Current work:

– LZ: UK Data Centre  

– Mice: DataMover (experiment →T0), configuration 
database

– Solid: Getting a new VO production ready
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The LZ experiment

Dark Matter experiment 
looking for WIMPs 
located in a mine 
in South Dakota.
For details: Please see 
Antonin's talk.



10

LZ: The UK Data Centre
● The UKDC based at Imperial College will hold a 

complete copy of the LZ data.
● CPU to analyse this data and for Monte Carlo 

production will be provided by GridPP sites.
● LZ has been successfully using GridPP 

resources (storage, CPU) via DIRAC for over a 
year. 

● We expect LZ to leave the 'small VO' remit by 
2020 at the latest.
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LZ: Planned Storage and Processing 
Capacity (from TDR)

*in TB

*
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LZ UKDC Final Design Review 
From the committee report:

GENERAL FINDINGS
● The UKDC has provided essential CPU and storage resources 

during the CD¹ process and during the preparation of the CDR² and 
TDR. On two separate iterations, the LZ background model has 
been entirely simulated at the UKDC. The success of LZ in 
achieving its CD milestones would have been impossible without 
this essential contribution from the UKDC.
¹Critical Decision  ²Conceptual Design Report

● The UKDC team is highly qualified and have successfully 
supported many other HEP experiments, and LZ will be well-served 
to rely on the experience and ability as the experiment moves 
towards first data.

● TL;DR: GridPP is awesome.
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LZ: GridPP overlap with experiment specific work 

Because we have people working on experiment specific software
on site, we can work on a seamless integration of this software
with GridPP resources.
So we convert this* 
* (otherwise known as the LZ MC production master google spread sheet) 
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LZ: Production requests web interface

To this: 
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LZ Submission System: Behind the scenes

Integration with
GridPP – invisible
to the users.
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Services to the Community*

Community Involvement

● GridPP DIRAC
● Cloud (finally...)
● voms, WMS                         

* stuff that requires maintaining extra hardware

● Networking
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Services to GridPP: GridPP DIRAC
● Overview in CHEP 2016 talk: 

https://indico.cern.ch/event/505613/contributions/2230725/attachme
nts/1340849/2038979/Oral-383.pdf

● Main conclusions:
– We have a fairly computer literate user base, so most problems and/or 

requests they have are non-trivial.

– The best venue to report dirac problems is the gridpp dirac help list.

– Not everything that looks like a dirac problem is a dirac problem. But as 
users see their 'dirac'-jobs fail, Simon and me tend to be the first point of 
contact.

– And often the last one as well (but we can't just fop our users off with 'site 
issue' or 'VO issue', though we try and channel their requests correctly)

– Often figuring out whether it's a dirac/VO/site problem is the main part of the 
work. 

– We try to avoid expectation management, but occasionally it's unavoidable: 
It's a shared resource (just like the rest of the grid).

https://indico.cern.ch/event/505613/contributions/2230725/attachments/1340849/2038979/Oral-383.pdf
https://indico.cern.ch/event/505613/contributions/2230725/attachments/1340849/2038979/Oral-383.pdf
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GridPP DIRAC - maintenance
● The GridPP dirac server is regularly upgraded, 

often in reponse to user/admin requests 
(xrootd, EL7, condor).

● We test our updates on a dedicated test server 
and it rarely works out of the box.

● We submit bugs and fixes to the dirac repo.
● Most of the technical issues are solvable, but 

we need time and money to do this. 
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DIRAC: GridPP and beyond
● Several VOs supported on DIRAC use sites 

outside GridPP:
– na62: Italy, Belgium

– solid: Belgium (different site to Na62) 

– snoplus: Canada, Portugal

● Usually cooperation with these sites works 
smoothly.

● Increases the visibility of GridPP.
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Imperial College GridPP Cloud (1)Imperial College GridPP cloud (1)

HypervisorsHypervisorsHypervisors

Galera
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OpenStack
Services

Galera

RabbitMQ

OpenStack
Services

Galera

RabbitMQ

OpenStack
Services

Pacemaker & Fencing

Ceph Ceph Ceph

Direct
Provider
Network

● OpenStack (Ocata) in fully 
redundant tri-controller 
configuration.

● Image & Volume storage 
on CEPH (Jewel).

● Direct (provider/bridged) 
network connection for 
high-performance SE 
access.
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Imperial College GridPP Cloud (2)
● Currently ~260 cores & ~30TB of storage.
● Now production ready (from 1st April).
● Available for development use:

● Ensure you are a member of the GridPP VO 
and then e-mail gridpp-cloud-
admin@imperial.ac.uk for access.

● Cloud has its own site-name, UKI-GridPP-
Cloud-IC:
● GGUS tickets can be opened against the site if 
there are problems.

● We will soon run “grid” jobs on the idle cores

Imperial College GridPP cloud (2)
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Networking
● IPv6

– Active membership of HEPiX IPv6 working group
– The site has been dual-stack for several years – allows us to be 

tested against
– Running IPv6 FTS service for London CMS sites
– Assisting in testing of the IPv6 WN at Brunel for LHC VOs

● perfSONAR
– Membership of WLCG Network Throughput working group
– Maintaining UK and dual-stack perfSONAR meshes

● Part of Jisc End-to-end Performance Initiative
– sharing GridPP experiences of high-throughput networking, 

monitoring and IPv6 with other research domains and institutes
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Non GridPP Funding 
● College pays for electricity (incl. cooling) and 

machine room space
● Consolidated grant: (small) manpower bonus, 

some equipment (network switches)
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Outlook
● As a Big Site™ we will continue to provide 

GridPP++ services.
● DIRAC has become public face of GridPP for 

non-LHC VOs. 
● Medium term: CMS in stable mode right now, 

concentrate on non-LHC VOs until LHC ramps 
up. 

● Long term: e-Infrastructure ?
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