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This week summary
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250k

• Production
– Mainly derivation
– MC Simulation and reconstruction
– Reprocessing tests with release 21
– Overlay tests

• Analysis: very low level during the weekend

• Data
– Usual transfer activities: mostly production 

input and data consolidation, data 
staging and some user activities

➜ Whole system running smoothly

20TB

HLT start



This week illustrated: jobs

ADC Weekly Meeting, CRC and ADCoS report             Sabine Crépé-Renaudin                     31st of January 2017                           3

Derivation: 
• Using in average 43% of the resources (wall clock) 
• Peak of errors due to merging stage: understood and corrected in new ptag but errors 

due to tasks sent to production around Christmas with old ptag.
• Prevent to run new jobs at the beginning of the week

Overlay test:
• Using around 2-3k limited in order not to stress too 

much database access and frontier servers  

data16
data15
mc15
merging



This week illustrated: data
Related to ATLAS central/CERN

• Sustained activity in rucio (waiting request at 600k 
level)

• Data-rebalancing: big spike of requests (sites 
decommissioning) on Friday evening absorbed in 
12h, and other one yesterday;

• Untouched data: ESD and DAOD older than 6 
months and not touched were deleted
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Related to sites
• T2 datadisks full: being cleaned up or rebalanced : some stay in the list because storage will be 

decommissioned (RO-14) or because space is not released (DESY-HH, UKI-SOUTHGRID-RALPP) => 
sites contacted by GGUS in that case

• Deletion errors:  after CERN server moved to CC7, sites were impacted by deletion errors due to 
the fact that not all SSL ciphers needed from CC7 are in their apache (zlcgdm-dav.conf) 
configuration file when using http (WebDav). GGUS have been sent to sites badly configured with 
the needed correction and ADCoS shifters informed.

• Castor: 300 files were lost in Castor and some of them are raw data that were not exported 
because of the policy at that time  (data10_calib, data11_2P76…). Data prep answered it’s not 
worth to recover these files.



Central services
Monitoring

• Kibana didn’t return info twice in the week
• CVMFS stratum 1 and CONDB regularly orange in monitoring

Frontier
• CERN Frontier servers 

• Issues beginning of the week and on Saturday (overload and times out) under study
• Frontier services needed to be restarted at IN2P3-CC on Tuesday: atlasfrontier3-ai.cern.ch and 

atlasfrontier4-ai.cern.ch, because CERN nodes were configured with IPV6 by mistake and didn’t 
accept new connections causing client to failover to IN2P3-CC => solved
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panda servers

CVMFS stratum1 

Frontier CVMFS conDB



Miscellanious
AFS

• ATLAS has some accidental afs use from grid jobs. If afs is not mounted then the libs 
are found elsewhere (in cvmfs). ➜ There is a possibility that jobs hangthe “no afs” day 
at CERN (15th of Fenbruary).  Test will be done with volunteer sites. 

Hammercloud
• Some tests were failing because old files of  PFT and AFT datasets were cleaned up => 
➜ new input for rel17 redistributed; will need to switch to new release.

Users
• Users using more than 1/2 PB or  1/2 billion of seconds per day are contacted (around 

1 or 2 such user per week). 

Livepage
• Nuclei list is not correct => will be corrected

New version of AMItag interface ready
• will be tested by production system
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Issues reported by DAST

Rucio
• Several users complained that rucio was slow on Tuesday late afternoon: only correlation 

found is that one rucio server was down 

Sites with persistent transfer problems
• In that case users complain not to be able to get their data => DAST suggestion to have 

Hammercloud like tests to blacklist sites with persistent transfer problems 
➜ in that case site should declare an unscheduled downtime, if not done, DAST can ask 

DDM to blacklist the site by hand. ADC will work on a solution in the meantime.

Note
• For new DAST shifters: don’t hesitate ton contact CRC by mail in case of ADC related 

problem 

7ADC Weekly Meeting, CRC and ADCoS report             Sabine Crépé-Renaudin                     31st of January 2017                           



Issues reported by AdCoS shifters  (I)

ADCoS: very good coverage of senior shifters this week (no expert shifter)

Summary of issues:
• Central services see previous slide

• Sites: mainly squid problems  and srm/transfer or deletion errors
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Issues reported by AdCoS shifters II

• Tasks related (only new JIRA tickets created this week shown, much more 
updated)
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