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Motivation for Direct Photon Studies

❖ Direct photon and photon + jet are 
interesting:-

❖ In their own right as tests of 
the standard model

❖ As a proxy for Z+jet processes, 
to estimate SM sources of 
jets+missing energy, especially 
at large jet pT

❖ As a probe of parton 
distributions, especially the 
gluon.
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Production rate vs minimum pT

❖ Photon production is used to 
determine the shape of the MET 
spectrum (in the high energy 
region where the Z->𝜇+𝜇- data 
runs out).

❖ Lower panel shows the 
expected statistical uncertainty 
in the data, which sets the goal 
for the theoretical uncertainty 
we should aim for at each pT

Why?
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Abstract

We study the impact of differential isolated-photon+jet cross sections measured in proton-proton
collisions at a center-of-mass energy of

√
s = 7 TeV on the parton distribution functions (PDF)

of the proton. Next-to-leading-order perturbative QCD (pQCD) calculations complemented with
the NNPDF2.1 parton densities, and a Bayesian PDF reweighting method are employed. We find
that although the current data provide only mild constraints to the parton densities, future γ-jet
measurements with reduced experimental uncertainties can improve our knowledge of the gluon
density over a wide range of parton fractional momenta x as well as of the quarks at low-x.

1 Introduction

The accurate determination of the parton distribution functions (PDF) of the proton in a wide
range of momentum fractions x and energy scales Q [1] is a crucial ingredient for precision studies
of the Standard Model and new physics at the Large Hadron Collider (LHC) [2–4]. The availability
of new precision data from the LHC covering a large (x,Q2) range – including processes such as
gauge boson production in association with jets and heavy quarks which hitherto have not been used
for PDF determinations – provides significant improvements in the accuracy of global PDF fits [5].
Among the processes available in proton-proton (p-p) collisions at the LHC, inclusive prompt-γ
production – defined as the production of photons not issuing from the electromagnetic decays of
hadrons – proceeds through the dominant quark-gluon “Compton” process qg → γq and has been
shown to provide direct quantitative constraints on the gluon density g(x,Q2) [6]. In this paper
we revisit the phenomenological study carried out in [6] for inclusive isolated-γ spectra [7–11], but
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1212.5511

The photon (+jet) process 
depends at LO on the gluon 

PDF. Additionally the process 
has high statistics and good 
phase space control (with 
control of photon pT and 

rapidities), makes it a candidate 
for PDF fitting.  

PDFs

Direct Photon and Parton PDFs
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Comparisons of data with NLO+PS
❖ In most bins the experimental accuracy 

is higher than the theoretical error 

❖ At NLO theoretical error is dominated 
by scale variation.

QCD
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Atlas Measurements at 7,8 and 13 
TeV, 1311.1440,1605,03495,1701.06882

CMS Measurements at 7 TeV, 1108.2044



Ingredients of a NNLO calculation
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At NNLO we have to include three final state phase spaces of different 
dimensionality, (VV,RV,RR)

Two-loop double virtual One-loop squared double virtual 

eg. for Z decay 
to 2 jets

Z Z



Ingredients of a NNLO calculation
At NNLO we have three types of final state phase spaces 

Real-virtual (one-loop +1) x (real + 1) 
7
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At NNLO we have three types of final state phase spaces 

Real-real  (tree +2)

Ingredients of a NNLO calculation
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Divergences

✓ ! 0

All of our contributions (VV, RV, RR) are divergent in the soft and 
collinear regions.
There are two types of singularities in real matrix elements, 

q ! 0

Soft  (particle momenta vanishes) Collinear (angle between two 
massless particles vanishes)
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Slicing methods
A  simple way of dealing with the IR singularities is phase space slicing     

(eg. Sterman-Weinberg 1977)

Collinear

Soft
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Colour neutral final states

�NNLO =

Z
dqT

d�

dqT
✓(qcutT � qT ) +

Z
dqT

d�

dqT
✓(qT � qcutT )

For color neutral final states the transverse momentum of the 
recoiling EW particles determines the double and singly unresolved 
regions of phase space. (Catani Grazzini 07)  

Obtained from the Collins-Soper-Sterman 
factorization theorem for small qT

This is an NLO cross section for one 
additional parton extrapolated to qTcut
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For color neutral final states the transverse momentum of the 
recoiling EW particles determines the double and singly unresolved 
regions of phase space. (Catani Grazzini hep-ph/0703012)  

�NNLO =

Z
dqT

d�

dqT
✓(qcutT � qT ) +

Z
dqT

d�

dqT
✓(qT � qcutT )

pEW

p1p2
qT

qT
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QT slicing

This method fails for processes with 
colored partons in the final state , so we 
have consider slicing using the global 
event-shape jet-veto parameter, called 

N-jettiness.



N-jettiness

When there is no ambiguity, we will associate i ⌘ i (e.g., we use fa ⌘ fa), and we use

the collective label  to denote the whole partonic channel, i.e.,

 ⌘ {a,b;1, . . . ,N} ⌘ {a, b; 1, . . . , N} . (3.3)

We write the massless Born momenta qi as

qµi = Ei n
µ
i , nµ

i = (1,~ni) , |~ni| = 1 . (3.4)

In particular, for the incoming momenta we have

Ea,b = xa,b
Ecm

2
, nµ

a = (1, ẑ) , nµ
b = (1,�ẑ) , (3.5)

where Ecm is the total (hadronic) center-of-mass energy and ẑ points along the beam axis.

The xa,b are the light-cone momentum fractions of the incoming partons, and momentum

conservation implies

xaEcm = nb · (q1 + · · ·+ qN + q) , xbEcm = na · (q1 + · · ·+ qN + q) . (3.6)

The total invariant mass-squared Q2 and rapidity Y of the Born phase space are

Q2 = xaxbE
2
cm , Y =

1

2
ln

xa
xb

, xaEcm = QeY , xbEcm = Qe�Y . (3.7)

The complete d�N phase-space measure corresponds to

Z

d�N ⌘ 1

2E2
cm

Z

dxa
xa

dxb
xb

Z

d�N (qa + qb; q1, . . . , qN , q)
dq2

2⇡
d�L(q)

X



s , (3.8)

where d�N (...) on the right-hand side denotes the standard Lorentz-invariant N -particle

phase space, the sum over  runs over all partonic channels, and s is the appropriate

factor to take care of symmetry, flavor and spin averaging for each partonic channel.

3.1.2 N-jettiness

Given an M -particle phase space point with M � N , N -jettiness is defined as [50]

TN (�M ) =
M
X

k=1

min
i

n2qi · pk
Qi

o

, (3.9)

where i runs over a, b, 1, . . . , N . (Here we use a dimension-one definition of TN following

refs. [52, 62].) For ep or ee collisions, one or both of the incoming directions are absent.

The Qi are normalization factors, which are explained below. The pk are the M final-state

parton momenta (so excluding the nonhadronic final state) of �M . The qi in eq. (3.9)

are massless Born “reference momenta”, and the corresponding directions ~ni = ~qi/|~qi| are
referred to as the N -jettiness axes. For later convenience we also define the normalized

vectors

q̂i =
qi
Qi

. (3.10)

– 13 –

N-jettiness is an global event shape variable, designed to veto final 
state jets (Stewart, Tackmann, Waalewijn) 

N=Number of 
final state jets

M=Number 
of final state 
partons

All final state 
partons

A hard scale 
(e.g. Energy 
of jets)

Momentum of 
final state jets 
and two beam 
momenta

13



❖ Here we are concerned mainly with 𝜏0,𝜏1.

❖ Direction q1 defined by a jet algorithm.

14

Zero and one jet cases, 𝜏0,𝜏1



N-jettinesss slicing
The method can be used as a regularization scheme, (Boughezal et al, 1505.03893,

Gaunt et al, 1505.04794 ) using N-jettiness to separate the doubly and singly unresolved 
regions. 

�NNLO =

Z
d�N |MN |2 +

Z
d�N+1|MN+1|2✓<N

+

Z
d�N+2|MN+2|2✓<N +

Z
d�N+1|MN+1|2✓>N

+

Z
d�N+2|MN+2|2✓>N

= Below the cut (can use factorization theorem) 

= Above the cut (can use NLO code) 
15



Below cut region 
Factorization theorem valid in the below cut region based on SCET, 
(Stewart et al, 1004.2489).

�(⌧N < ⌧ cutN ) =

Z
H ⌦B ⌦B ⌦ S ⌦

"
NY

n

Jn

#
+O(⌧ cutN )

Hard function, includes 2-loop virtual

Beam functions, describes radiation 
collinear to initial state 

Soft function, describes soft radiation 

Jet functions, describes radiation collinear 
to final state jets

B@NNLO : Gaunt, Stahlhofen, Tackmann (1401.5478,1405.1044)

S@NNLO : Boughezal, Liu, Petriello (1504.02540)

J@NNLO : Becher Neubert (hep-ph/0607228), Becher, Bell (1008.1936)
16

Potential power 
corrections



Proof of principle with known colour singlet production 
processes

Figure 4. The ratio of the MCFM calculation of the NNLO coefficient to the known result presented
in Table 6, as a function of the N -jettiness resolution parameter T cut

0 (in GeV). The comparison
is performed for gg ! H, Z, W+, ZH and W±H production and the lines represent fits to the
individual points using the form given in Eq. (5.1).

crucial to apply the basic fiducial cuts introduced earlier in order to obtain a percent level
agreement with the NNLO coefficient.

– 17 –
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Process:
+ W→pp 

 Z→pp 
 H→pp 

+ HW→pp 
 HZ→pp 
γγ →pp 

 

Figure 10. The evaluation time (in seconds) needed to calculate the total cross section for the
processes pp ! W+ ! l+⌫, pp ! Z ! l+l�, pp ! H ! ��, pp ! H + W+ ! �� + l+⌫,
pp ! H + Z ! �� +

+l� and pp ! �� at NNLO as a function of the number of MPI processes
used (each MPI process uses openMP on 6 cores).

T cut
0 W+ Z H HW+ HZ ��

0.001 2% (1397) 0.9% (2770) 0.05% (1256) 10% (1263) 6% (1939) 0.4% (3706)
0.005 0.7% (1358) 0.4% (2701) 0.04% (1234) 3% (1238) 2% (1906) 0.2% (3661)
0.01 0.5% (1356) 0.2% (2677) 0.04% (1214) 2% (1222) 1% (1847) 0.15% (3585)
0.05 0.2% (1315) 0.08% (2572) 0.04% (1197) 0.6% (1206) 0.4% (1841) 0.09% (3492)
0.1 0.09% (1307) 0.05% (2526) 0.04% (1186) 0.3% (1186) 0.2% (1847) 0.08% (3427)
0.5 0.04% (1266) 0.04% (2356) 0.04% (1176) 0.1% (1150) 0.09% (1768) 0.07% (3376)

Table 10. The relative statistical precision (in percentages) on the pp ! W+ ! l+⌫, pp ! Z !
l+l�, pp ! H ! ��, pp ! H + W+ ! �� + l+⌫ pp ! H + Z ! �� + l+l� and pp ! �� cross
sections at NNLO as a function of T cut

0 (in GeV) using 4 ⇥ 2 ⇥ 6 cores. Also given in brackets is
the evaluation time (in seconds).

the power corrections. Looking at Table 11 we see the required value of T cut
0 to reduce the

power corrections to a 1% or a 0.2% level.3 First, focussing on the 1% uncertainty we see
that in all cases statistical error obtained with the 10,000,000 events is smaller than 1%.
The worst case is the inclusive W+ production with a statistical uncertainty of 0.7%. For
all other cases the statistical error is more than on order of magnitude smaller. To achieve
a systematic error of about 0.2% we see that we need to reduce the statistical uncertainty
significantly in order to be smaller than the systematic error. The reduction for some

3
The size of the power corrections for the diphoton process is obtained from the results of ref. [33].

– 25 –

Boughezal et al, 1605.08011

Code is public and can be downloaded from 
mcfm.fnal.gov

17

Results can be compared with 
numerically more inclusive results.

http://mcfm.fnal.gov


Inclusive photons

❖ This somewhat more challenging than say, Z production 
because the existence of a photon at large pT, mandates 
a colored parton in the final state.

❖ So we use a hybrid of 𝜏0 and 𝜏1.

18



Comparison of 8 TeV data with LO & NLO
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Figure 6: Ratio of theory (Pythia, Sherpa and JetPhox) to data for the di↵erential cross sections as a function of E�T
for the four |⌘�| regions. The statistical component of the uncertainty in the data is indicated by the horizontal tick
marks whereas the whole error bar corresponds to the combined statistical and systematic uncertainty (the additional
systematic uncertainty arising from the uncertainty in the integrated luminosity is displayed separately as a dotted
line). The NLO total uncertainty from JetPhox is displayed as a band, which corresponds to the combination of
the scale, ↵S, PDF and hadronisation-plus-UE uncertainties. In the highest E�T interval of the |⌘�| < 0.6 region the
theoretical predictions and uncertainty are not shown as they are above the range of the figure.

9. Conclusion

In conclusion, a measurement of the inclusive isolated photon cross section has been presented, using
20.2 fb�1of

p
s = 8 TeV proton–proton collision data recorded by the ATLAS detector at the LHC. This

is measured for the highest-energy photon in the event, spanning 25 < E�T < 1500 GeV, in one of four ⌘�

regions (|⌘�| < 0.6, 0.6  |⌘�| < 1.37, 1.56  |⌘�| < 1.81 and 1.81  |⌘�| < 2.37) and with the isolation
requirement Eiso

T < 4.8 GeV + 4.2 ⇥ 10�3 ⇥ E�T calculated within a cone of size �R = 0.4. The
results presented cover ten orders of magnitude in cross section, extending the measurement above 1 TeV
whilst also revisiting lower-E�T data points. The results show a significant improvement in experimental
uncertainties over the previous measurements. The results are compared to JetPhox predictions, which,
for most of the E�T range, have a similar shape but lie below the data. The predictions from PeTeR agree
much better in normalisation and, unlike JetPhox, are within the uncertainties of the measured cross
section for the entire phase space measured, showing the need for higher-order calculations to better
understand this process theoretically. Comparing the results to LO parton shower MC calculations shows
di↵erent trends, with the largest di↵erences being at low E�T in the region dominated by the fragmentation
contribution. Finally, halving the measured uncertainties compared to previous measurements will make
this a useful constraint on proton PDF uncertainties once the result is included in a global fit.

17

NLO uncertainty is large, but tension with data appears. 

19
ATLAS 1605.03495



Adding threshold resummation+EW
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Figure 5: Ratio of theory (PeTeR and JetPhox both using the CT10 PDF) to data for the di↵erential cross sections
as a function of E�T for the four |⌘�| regions. The statistical component of the uncertainty in the data is indicated by
the horizontal tick marks whereas the whole error bar corresponds to the combined statistical and systematic uncer-
tainty (the additional systematic uncertainty arising from the uncertainty in the integrated luminosity is displayed
separately as a dotted line). The NLO total uncertainty from PeTeR is displayed as a band, which corresponds to
the combination of the scale, PDF and electroweak uncertainties. In the highest E�T interval of the |⌘�| < 0.6 region
the theoretical predictions and uncertainty are not shown as they are above the range of the figure.

than both the measurement and the other predictions, tending to overestimate the measured cross section,
which suggests that the fragmentation contribution is not well modelled by the parton shower.
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Including threshold resummation + EW corrections improves things slightly, but 
theoretical errors are still large, compared to ATLAS errors. 

↵PETER =
1

127.9
↵JETPHOX =

1

137
Warning: 

20
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Lorentzen, 
Schwartz,1206.6115



Comparison of data with MCFM

4

towards the same result and are in much better agree-
ment.

Given that our calculation is ultimately insensitive to
R we can thus choose our value to expedite the onset
of asymptotic behavior. We thus choose R = 0.2 hence-
forth. In Figure 3 we present the ⌧ cut

1 dependence for
the softer region 65 < p�

T < 150 GeV, which corresponds
to the softest photons we study in this paper. It is clear
that the power corrections are sizable for ⌧ cut

1 & 0.2 GeV,
but that there is little dependence on ⌧ cut

1 in the region
⌧ cut
1  0.1 GeV. This is in line with the expected scaling
from the harder (> 150 GeV) region we studied previ-
ously. For our subsequent comparison with ATLAS data
we set ⌧ cut

1 = {0.1, 0.2, 0.7} GeV for the phase space
regions p�

T > {65, 150, 470} GeV respectively.

●
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Figure 4: A comparison of the MCFM predictions for
the transverse momentum of the photon to ATLAS 8 TeV
data [4]. The middle panel presents the scale variation for
NLO and NNLO while the lower panel shows the combina-
tion of pdf and scale uncertainties. The dashed line indicates
the experimental luminosity uncertainty.

In Fig. 4 we compare our NNLO (and NLO) predictions
from MCFM with 8 TeV ATLAS data [4]. In the mid-
dle panel the shaded bands represent the scale uncer-
tainty, obtained by considering relative deviations us-
ing a six-point scale variation about our central choice:
{µR, µF } = {�1p

�
T , �2p

�
T } with �i 2 {2, 1, 1/2} and

�1 6= ��1
2 . It is clear that the scale dependence is

greatly reduced for the NNLO prediction when compared
to NLO. For the central scale choice the NNLO prediction
is around 5% larger than NLO. The central scale is close

to the maximum of the uncertainty band, with deviations
around +1% and �4% over much of the range. The ten-
dency of the theoretical prediction to overestimate the
data in the high pT region is more pronounced when the
NNLO correction is included. In the lower panel of Fig. 4
we present the pdf uncertainties and their combination
with the scale variation. We observe that the pdf un-
certainties are of the same size or larger than the scale
variation, particularly at high pT . The tension with the
data for pT < 100 GeV is much reduced when the pdf
and experimental luminosity errors are included. The
fact that the pdf uncertainties are larger than both the
scale and experimental uncertainties highlights the po-
tential of this channel to provide invaluable constraints
on pdfs in the future. However there is still significant
tension in the pT > 500 GeV region.

Given the small uncertainty in the NNLO QCD predic-
tion, and the resulting tension with data, it is especially
important to investigate the impact of additional theo-
retical e↵ects not included in the pure QCD prediction.
At high energies it is well-known that the impact of Su-
dakov e↵ects, arising from the virtual radiation of heavy
electroweak bosons, is important for this process [8, 48–
50]. We thus improve our NNLO prediction to include
electroweak e↵ects by rescaling it by a factor [1 +�EW],
where �EW is computed using the one-loop high-energy
limit expressions of Ref. [48].3

Accounting for both NNLO QCD and electroweak ef-
fects in this way provides the improved prediction shown
in Fig. 5. This shows a dramatic improvement in the
overall agreement between our theoretical prediction and
data after the inclusion of electroweak e↵ects. The most
accurate calculation available until now is one that ac-
counted for threshold resummation to N3LL accuracy
and electroweak e↵ects [8]. We note in passing that,
although the central prediction of that calculation and
our NNLO one are similar, the scale uncertainty in the
NNLO calculation is around a factor of three smaller than
the equivalent uncertainty obtained there. We see from
Fig. 5 that, after a full accounting of both experimental
and theoretical uncertainties has been performed, there
is excellent agreement between the NNLO(1+�EW) pre-
diction and the measured distribution. It is a remarkable
feat that the uncertainties are now under good enough
control that the inclusion of electroweak corrections be-
comes mandatory to ensure agreement between theory
and data at energies as low as a few hundred GeV.

3 We have checked that an alternate formulation of the EW correc-
tions, that captures the e↵ect of leading-logarithmic electroweak
corrections [50], gives practically identical results.

21

❖ Comparison at NLO and 
NNLO.

❖ With larger alpha NLO does a 
much better job than 
JETPHOX.

❖ Scale variation at NNLO is 
now comparable to data error.

❖ However at NNLO the shape is 
not so well described, 
especially at the highest pT’s.



Electroweak effects

If the scale of the process is > 1 TeV, 
then EW effects should be 

important. 

We take the parameterization for the photon pT spectrum of the 
LL Sudakov, EW corrections presented by Kuhn, Kulesza, 

Pozzorini, and Schulze 05’

This allows us to do a fair comparison to PeTeR, which 
includes the same EW resummation. 

W,Z

22



MCFM+EW vs PeTeR

4

Figure 3: A comparison of the MCFM predictions for the
transverse momentum of the photon to ATLAS 8 TeV data.

bands represent the scale uncertainty, obtained by con-
sidering relative deviations using a six-point scale varia-
tion about our central choice: {µR, µF } = {�1p

�
T , �2p

�
T }

with �i 2 {2, 1, 1/2} and �1 6= ��1
2 . It is clear that

the scale dependence is greatly reduced for the NNLO
prediction when compared to NLO. For the central scale
choice the NNLO prediction is around 5% larger than
NLO. The central scale is close to the maximum of the
uncertainty band, with deviations around +1% and �4%
over much of the range. The tendency of the NLO pre-
diction to overestimate the data in the high pT region is
only exacerbated when the NNLO correction is included.
This leads to a significant disagreement between theory
and data, far outside the NNLO scale uncertainty band.

Given the small uncertainty in the NNLO QCD predic-
tion, and the resulting tension with data, it is especially
important to investigate the impact of additional theo-
retical e↵ects not included in the pure QCD prediction.
At high energies it is well-known that the impact of Su-
dakov e↵ects, arising from the virtual radiation of heavy
electroweak bosons, is important for this process [5? ?

]. Using a parametrized form that captures the e↵ect of
these electroweak corrections to good accuracy [? ] it is
possible for us to also account for these e↵ects. We thus
modify our NNLO prediction by rescaling it by a factor
[1 +��ew

V (p�
T )], where ��ew

V (p�
T ) is specified in ref. [? ].

Accounting for both NNLO QCD and electroweak ef-
fects in this way provides the improved prediction shown
in the top panel of Fig 4. This shows a dramatic im-
provement in the overall agreement between our theoret-

ical prediction and data after the inclusion of electroweak
e↵ects. It is an incredible feat that the experimental and
theoretical uncertainties are now under such good control
that the inclusion of the electroweak corrections becomes
mandatory to ensure agreement between theory and data
at energies as low as a few hundred GeV. To indicate
the level of improvement that the NNLO QCD correc-
tions provide, the lower panel shows a comparison of our
best prediction and the previous most-accurate calcula-
tion presented in ref. [5]. This result, obtained using the
PeTeR code, accounts for threshold resummation to N3LL
accuracy and also includes the same electroweak e↵ects.
It is clear from the figure that although the central val-
ues are quite similar, the scale uncertainty in the NNLO
calculation is smaller, by around a factor of three, than
the equivalent uncertainty obtained using PeTeR.
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Figure 4: A comparison of the MCFM predictions for the
transverse momentum of the photon to ATLAS 8 TeV data.

CONCLUSIONS

Everything works perfectly. Improvements in exper-
imental data, esp. luminosity uncertainty, on the way.
Ratios of pt/rapidity slices to each other can reduce de-
pendence on ↵em and partially cancel luminosity unc.
More results, esp. for higher rapidity and studying pdf
constraints, to follow.

NNLO and EW together 
do a better job of 

describing the data 

The estimate of the 
theoretical error is now 

comparable to 
experiment 

and better than that 
obtained with N3LL. 
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PDF errors
❖ NNLO+EW is in good agreement with the data

❖ the large PDF errors highlight how useful this 
channel will be to constrain PDFs at LHC
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Figure 5: The e↵ect of including electroweak corrections in ad-
dition to the NNLO predictions provided by MCFM, together
with scale and pdf (shaded bands) and luminosity (dashed
line) uncertainties.

CONCLUSIONS

We have presented a calculation of direct photon
production at NNLO accuracy obtained using the N -
jettiness slicing approach. We compared our prediction
to ATLAS 8 TeV data for p�

T > 65 GeV and |⌘� | < 0.6.
We found that by combining the NNLO QCD calcula-
tion with EW e↵ects our calculation describes the data
very well. Our results represent a significant improve-
ment compared to previous theoretical predictions. The
future study of this process, over a wider phase space and
at larger center of mass energies, presents an exciting op-
portunity for precision QCD at colliders. The smallness
of the scale variation and experimental uncertainties, set
against the sensitivity to pdf uncertainties, underline how
useful this channel can be for future pdf fits. In addition,
the calculation of ratios of photon momenta for di↵er-
ent rapidity regions has interesting potential. The ratios
have the advantage of canceling the leading dependence
on ↵em and simultaneously the experimental luminosity
uncertainty. We leave such detailed phenomenological
studies to a future publication.
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“Driving miss data”

❖ The aim of this work is to investigate the role of 𝛾+jet 
data as a proxy for Z+jet, to estimate rates for MET+Jet, 
especially at large pT

❖ We first investigate agreement of theory with 𝛾+jet data

❖ Ratio (𝛾+2j)/(𝛾+j) 

❖ And then finally, the ratio (l+l-+j)/(𝛾+j)
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𝜸+jet data

❖ Comparison to CMS data 
1505.06520

❖ small pt dependence in 
NNLO/NLO K-factor

❖ Scale variation of order 2-3% 
at NNLO, vs 8-10% at NLO
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𝜸+jet data +EW effects

❖ Adding electroweak effects, 
(Becher et al, 1305.4202,1509.01961) 

normalization worsens, but 
shape improves
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(𝜸+2j)/(𝜸+j)
❖ Using our NLO and 

NNLO calculation for 
𝜸+j we can calculate, 

❖ for n1=1(NLO) and 
n1=2(NNLO), where 
n2=n1-1
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Figure 4: The quantities RNLO
2/1 (p�T ) and RNNLO

2/1 (p�T ), defined
through Eq. (11), compared to CMS data from ref. [36]. The
bands indicate the scale uncertainty on the theoretical pre-
dictions.

for � + 2j and � + j production. This di↵ers from our
RNNLO

2/1 (p�T ) prediction by the absence of NNLO � + j

corrections in the denominator, thus resulting in a higher
ratio. As a consequence, the Blackhat prediction tends
to overestimate the data by around 10%.

IV. THE Z/� RATIO AT NNLO

In this section we consider the ratio of Z + j and � +
j production, in the case where the Z boson decays to
leptons and the two processes are studied in a similar
kinematic regime by application of the cuts described in
section II B. Specifically, we consider predictions for the
quantity,

RO
Z/�(pT ) =

d�O
`�`++j+X/dpT

d�O
�+j+X/dpT

, (12)

where pT represents the transverse momentum of the Z-
boson or photon. A simple explanation for the behaviour
of this ratio can be obtained by considering only the ef-
fect of the di↵erent Z and photon couplings, together
with the e↵ect of the pdfs, in the LO cross-section. This
neglects the e↵ect of the Z-boson mass, which should be
irrelevant at large pZT , as well as the e↵ect of higher-order

corrections. The ratio is then estimated to be,

RZ/� =

0

@Ru +
Rd �Ru

1 + 4 hui
hdi

1

A⇥
Br(Z ! `�`+)⇥A

⇤
, (13)

where Rq is the relevant ratio of quark-boson couplings
squared,

Rq =
v2q + a2q

4 sin2 ✓w cos2 ✓wQ2
q

, (14)

and hui (hdi) is the typical up (down) quark pdf at the
value of x probed by a given pVT , i.e. x ⇠ pVT /

p
s [1].

The branching ratio and acceptance factor (A) account
for the Z-boson decay and cuts on the leptons. At high
transverse momentum, pVT � MZ , x ! 1 and hui/hdi !
1, so that RZ/� should slowly approach an asymptotic
value from above [1, 39]. This argument then predicts
a plateau at high transverse momentum, which we will
observe shortly in our full prediction. We stress that in
our calculation this ratio is not computed for on-shell Z
bosons but includes the decay into leptons, all o↵-shell
e↵ects and the (small) contribution from virtual photon
exchange. Nevertheless, we will refer to this quantity as
RZ/� , or the Z/� ratio, as a matter of convenience.
When computing this ratio a subtlety arises when try-

ing to provide an uncertainty estimate based on scale
variation. If the variation is correlated, i.e. one com-
putes the scale uncertainty using the same scale in both
the numerator and denominator of eq. (12), then one ob-
tains essentially no uncertainty on RZ/�(pT ) at NNLO.
Such a result for the theoretical uncertainty is too opti-
mistic. The alternative that we use here is to consider
variations of the scale in the numerator and denominator
separately,

d�
O,{r,f}
`�`++j+X/dpT

d�O,r=f=1
�+j+X /dpT

and
d�O,r=f=1

`�`++j+X/dpT

d�
O,{r,f}
�+j+X/dpT

, (15)

where {r, f} represents the six-point scale variation indi-
cated in Eq. (10). The uncertainty is then defined by the
extremal variations of either of these two ratios. In prac-
tice, since the scale-dependence of the two processes is so
similar, this procedure is almost identical to defining the
uncertainty in terms of the variation of either quantity in
Eq. (15) alone. In constrast to the correlated variation,
this approach results in scale uncertainties that, order-
by-order, overlap both the data and the central result of
the next-higher order. Moreover, with this procedure, at
NNLO the resulting uncertainty band is of a size typical
of a NNLO prediction and still smaller than the experi-
mental uncertainties.
Our results for the ratio for the pure QCD NLO and

NNLO calculation are shown in Fig. 5. The most signif-
icant e↵ect of the NNLO calculation is to decrease the
ratio at lower values of pT , with the ratio smaller by up
to 4% as far out as 300 GeV.
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(𝜸+2j)/(𝜸+j)

❖ Introducing an estimate 
for the uncalculated 
NNLO term in the two 
jet rate we find that the 
expected range 
encompasses both the 
NLO prediction and the 
data.
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(l+l-+j)/(𝜸+j)

❖ At high pT, 
(x→1,<d>/<u>→0), 
ratio is expected to 
reach an asymptotic 
value proportional 
to Ru
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ratio with a value of RBH = 0.03794, which is higher than that observed in data by a factor of
1.18 ± 0.14 (stat + syst).
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Figure 7: Differential cross section ratio of averaged Z ! (e+e� + µ+µ�) over g as a function
of the total transverse-momentum cross section and for central bosons (|yV | < 1.4) at different
kinematic selections in detector-corrected data. Top left: inclusive (njets � 1); top right: HT �
300 GeV, njets � 1. The black error bars reflect the statistical uncertainty in the ratio, the hatched
(gray) band represents the total uncertainty in the measurement. The shaded band around the
MADGRAPH+PYTHIA6 simulation to data ratio represents the statistical uncertainty in the MC
estimation. The bottom plots give the ratio of the various theoretical estimations to the data in
the njets � 1 case (bottom left) and HT � 300 GeV case (bottom right).

8 Summary

Differential cross sections have been measured for Z + jets (with Z ! `+`�) and isolated
g + jets as a function of the boson transverse momentum, using data collected by CMS atp

s = 8 TeV corresponding to an integrated luminosity of 19.7 fb�1. The estimations from the
MC multiparton LO+PS generators MADGRAPH+PYTHIA6 and SHERPA have been compared
to the data. We find that the pT spectra for Z + jets and g + jets are not well reproduced by
these MC models. We observe a monotonic increase of the MC simulation/data ratio with in-
creasing vector boson pT. Using the NLO generator BLACKHAT simulation, we find a smaller



(l+l-+j)/(𝜸+j)

❖ NNLO effects 
reduce the ratio, 
especially at lower 
values of pT
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Figure 5: The quantities RNLO
Z/� (p�T ) and RNNLO

Z/� (p�T ), defined
through Eq. (12), compared to CMS data from ref. [36]. The
bands indicate the scale uncertainty on the theoretical pre-
dictions.

Figure 6: The quantity RZ/�(p
�
T ) defined in Eq. (12), com-

puted at NNLO and at NNLO including EW e↵ects, com-
pared to CMS data from ref. [36]. The bands indicate the
scale uncertainty on the theoretical predictions.

We have already seen, in Fig. 3, that the shape of the
p�T spectrum is significantly improved by the inclusion of
electroweak e↵ects. We therefore extend our prediction
for this ratio by taking such corrections into account,
rescaling the individual pT spectrums by (1 + �V

EW ) as
discussed previously. Since the electroweak corrections
do not a↵ect the Z + j and � + j processes in the same
way [17], this leads to a modification of the prediction for
this ratio that is shown in Fig. 6. Although the e↵ects are
minor in the lower pT region, as expected, they become
more imporant in the highest bins where they decrease
the ratio by as much as 7% and thereby improve the
agreement with the CMS data.
We have so far only considered the theoretical uncer-

tainty originating from the choice of scale and demon-
strated that it is dramatically reduced at NNLO. How-
ever there are other origins of theoretical uncertainty,
beyond scale variation, that a↵ect our prediction. We
will now consider three other sources of theoretical uncer-
tainty: PDFs, choice of ↵EM and the form of the photon
isolation. These may primarily a↵ect the normalization
of the theoretical prediction, or may induce changes in
the shape of the distributions. For PDF uncertainties we
will consider the 68% confidence level uncertainties pro-
vided by LHAPDF6 [46] where, for e�ciency, these un-
certainties are computed from the NLO prediction (using
CT14NN PDFs). We have checked that the di↵erence in
PDF uncertainty between LO and NLO using this set
is very small, so that we are confident that this pro-
vides a reliable estimate of the PDF uncertainty for our
NNLO prediction. In addition we consider the change
in the overall normalization induced by excursions from
our choice of ↵EM , corresponding to the extreme choices
of the ↵(0) scheme or of choosing a higher-scale value,
↵EM = 1/127.9. Our total uncertainty estimate is ob-
tained by combining the various uncertainties in quadra-
ture. Included in the total, but not shown individually
below, is a flat ±2% uncertainty attributed to photon iso-
lation e↵ects. This is estimated by changing the isolation
parameters from ✏� = 0.025 to ✏� = 0.1.

Our results are presented in Figure 7. The upper panel
presents the uncertainties for the photon pT spectrum
and the lower panel presents those for RNNLO+EW

Z/� . In
each case the uncertainties are normalized to the central
value of the combined NNLO QCD + NLO EW predic-
tion. For the photon pT spectrum (upper panel) we see
that at NNLO the scale variation and PDF uncertainty
are roughly equal and correspond to a few percent un-
certainty. The PDF uncertainty grows more rapidly as a
function of photon transverse momentum and is largest
in the highest bins (⇠ 5%), while the uncertainty stem-
ming from the normalization (value of ↵EM and isola-
tion) dominates at low p�T . Clearly the large PDF un-
certainty can be reduced in the future [? ? ], by taking
advantage of calculations such as this one in tandem with
the � + j data sets being accumulated at the LHC. The



(l+l-+j)/(𝜸+j)+EW
❖ Include EW effects

❖ Since electroweak 
corrections do not 
change the Z+j and 
𝜸+j processes in the 
same way, the ratio is 
modified, by as much 
as 7% in the high pT 

bins
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Figure 5: The quantities RNLO
Z/� (p�T ) and RNNLO

Z/� (p�T ), defined
through Eq. (12), compared to CMS data from ref. [36]. The
bands indicate the scale uncertainty on the theoretical pre-
dictions.
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Figure 6: The quantity RZ/�(p
�
T ) defined in Eq. (12), com-

puted at NNLO and at NNLO including EW e↵ects, com-
pared to CMS data from ref. [36]. The bands indicate the
scale uncertainty on the theoretical predictions.

We have already seen, in Fig. 3, that the shape of the
p�T spectrum is significantly improved by the inclusion of
electroweak e↵ects. We therefore extend our prediction
for this ratio by taking such corrections into account,
rescaling the individual pT spectrums by (1 + �V

EW ) as
discussed previously. Since the electroweak corrections
do not a↵ect the Z + j and � + j processes in the same
way [17], this leads to a modification of the prediction for
this ratio that is shown in Fig. 6. Although the e↵ects are
minor in the lower pT region, as expected, they become
more imporant in the highest bins where they decrease
the ratio by as much as 7% and thereby improve the
agreement with the CMS data.
We have so far only considered the theoretical uncer-

tainty originating from the choice of scale and demon-
strated that it is dramatically reduced at NNLO. How-
ever there are other origins of theoretical uncertainty,
beyond scale variation, that a↵ect our prediction. We
will now consider three other sources of theoretical uncer-
tainty: PDFs, choice of ↵EM and the form of the photon
isolation. These may primarily a↵ect the normalization
of the theoretical prediction, or may induce changes in
the shape of the distributions. For PDF uncertainties we
will consider the 68% confidence level uncertainties pro-
vided by LHAPDF6 [46] where, for e�ciency, these un-
certainties are computed from the NLO prediction (using
CT14NN PDFs). We have checked that the di↵erence in
PDF uncertainty between LO and NLO using this set
is very small, so that we are confident that this pro-
vides a reliable estimate of the PDF uncertainty for our
NNLO prediction. In addition we consider the change
in the overall normalization induced by excursions from
our choice of ↵EM , corresponding to the extreme choices
of the ↵(0) scheme or of choosing a higher-scale value,
↵EM = 1/127.9. Our total uncertainty estimate is ob-
tained by combining the various uncertainties in quadra-
ture. Included in the total, but not shown individually
below, is a flat ±2% uncertainty attributed to photon iso-
lation e↵ects. This is estimated by changing the isolation
parameters from ✏� = 0.025 to ✏� = 0.1.

Our results are presented in Figure 7. The upper panel
presents the uncertainties for the photon pT spectrum
and the lower panel presents those for RNNLO+EW

Z/� . In
each case the uncertainties are normalized to the central
value of the combined NNLO QCD + NLO EW predic-
tion. For the photon pT spectrum (upper panel) we see
that at NNLO the scale variation and PDF uncertainty
are roughly equal and correspond to a few percent un-
certainty. The PDF uncertainty grows more rapidly as a
function of photon transverse momentum and is largest
in the highest bins (⇠ 5%), while the uncertainty stem-
ming from the normalization (value of ↵EM and isola-
tion) dominates at low p�T . Clearly the large PDF un-
certainty can be reduced in the future [? ? ], by taking
advantage of calculations such as this one in tandem with
the � + j data sets being accumulated at the LHC. The
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Figure 8: The quantities RNLO
Z/� (p�T ), RNNLO

Z/� (p�T ) and

RNNLO+EW
Z/� (p�T ), defined through Eq. (12), for the LHC oper-

ating at 13 TeV. The bands indicate the scale uncertainty on
the theoretical predictions.

description of the shape of the CMS data. The inclu-
sion of EW e↵ects improves the agreement further still.
For the p�T distribution there is an apparent disagreement
between the normalization of the theoretical prediction
and the observed data, but again the shapes of the the-
ory and data are very similar. We have also computed
several ratios, for which the agreement between theory
and data for ratio quantities is excellent. We have made
additional predictions at NNLO accuracy for future stud-
ies of the Z + j/� + j ratio at 13 TeV. The improvement
in the precision of the theoretical prediction for Rdilep

(defined in Eq. (16)), when going from NLO to NNLO
QCD, is indicated in Figure 9. It also demonstrates that,
after the inclusion of electroweak e↵ects, there is excel-
lent agreement between the best theoretical prediction
and the measurement of CMS [36].
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Figure 9: A summary of predictions for, and measurements
of, Rdilep – defined in Eq. (16) – at 8 and 13 TeV.

pVT [GeV] RNLO
Z/� ⇥ 100 RNNLO

Z/� ⇥ 100
1+�Z

EW
1+�

�
EW

[100, 111] 1.50+0.04
�0.04 0.99

[111, 123] 1.70+0.05
�0.05 0.99

[123, 137] 1.90+0.06
�0.06 0.99

[137, 152] 2.09+0.06
�0.06 0.98

[152, 168] 2.29+0.08
�0.08 0.98

[168, 187] 2.51+0.10
�0.10 0.98

[187, 207] 2.65+0.11
�0.10 0.98

[207, 230] 2.85+0.12
�0.11 0.97

[230, 255] 2.95+0.12
�0.11 0.97

[255, 283] 3.13+0.15
�0.14 0.96

[283, 314] 3.18+0.11
�0.11 0.96

[314, 348] 3.33+0.16
�0.15 0.96

[348, 386] 3.55+0.23
�0.20 0.95

[386, 429] 3.54+0.25
�0.22 0.94

[429, 476] 3.73+0.25
�0.23 0.94

[476, 528] 3.60+0.19
�0.18 0.93

[528, 586] 3.71+0.25
�0.23 0.93

[586, 800] 3.62+0.16
�0.16 0.91

Table I: The values of RNLO
Z/� and RNNLO

Z/� (rescaled by a factor
of 100), together with the additional correction that corre-
sponds to including EW e↵ects in both processes.

Appendix

In this appendix we present numerical results for the
Z + j to � + j ratio studied in this paper. Our results
are presented in Table. I which includes the central value
of the pT range, the value of the ratio computed to NLO
and NNLO accuracy, the scale variation, and the EW
rescaling factor.
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Figure 7: A summary of the theoretical uncertainties dis-
cussed in this paper for the photon transverse momentum
spectrum (upper) and Z/� ratio (lower). The total uncer-
tainty is computed in quadrature and combines the uncertain-
ties associated with scale dependence, PDFs, EW parameters
and isolation. The dashed line is not described. Is it
↵EM and isolation, combined? I have assumed this is
the case in the text.

total uncertainty, which is obtained by adding the indi-
vidual uncertainties in quadrature, ranges from around
4% at low p�T to 9% in the highest bins. For RZ/� the
PDF uncertainties essentially cancel, as one might expect
from the nature of the ratio. The dominant uncertainties
in this case are those resulting from scale variation and
a change in the overall normalization from ↵EM or the
isolation prescription. For this case (RZ/�) we only vary
↵EM in the � + j prediction and keep ↵ = 1/132.232
for the Z + j prediction. The total uncertainty is only
around 4% in the lowest bins and is slightly higher, ap-
proximately 6%, at high p�T .

As discussed earlier, the asymptotic behaviour of our
prediction for RZ/� is particularly interesting. In order to
quantify this we follow the CMS analysis [36] and define
a ratio in which the high-pT bins are integrated over,

Rdilep =
�`�`++j+X(pVT > 314 GeV)

��+j+X(pVT > 314 GeV)
. (16)

The experimental measurement of this quantity by CMS
is,

RCMS
dilep = 0.0322± 0.0008 (stat)± 0.0020 (syst) .

Our best theoretical prediction is provided by the
NNLO+EW prediction shown in Figure 6, with accompa-
nying uncertainties illustrated in Figure 7 (lower panel).

We find,

RNNLO+EW
dilep = (17)

0.0348+0.0020
�0.0019 (scale)+0.0005

�0.0005 (PDF)+0.0010
�0.0010 (norm) .

Need to check!!! I have just guessed the PDF and
normalization numbers from the figure This result
is in excllent agreement with the measured value, RCMS

dilep .
Random thought: we could make a propaganda

plot containing our prediction for this ratio at
NLO, NNLO, NNLO+EW and the CMS result.
Could do both 8 TeV comparison and 13 TeV
prediction.

V. THE Z/� RATIO AT 13 TEV

The CMS collaboration has not yet performed a simi-
lar analysis of �+ j production at 13 TeV. Since such an
undertaking will likely involve a change in the cuts that
are applied, or at least in the binning of the final data,
for now we refrain from performing a detailed study of
individual distributions at this energy. However it is es-
pecially important to predict the ratio RZ/�(pT ) and, in
particular, its value in the high-pT tail. For this reason
we repeat our above analysis at 13 TeV, with no cuts or
input parameters altered apart from the LHC operating
energy.
Our prediction for RZ/�(pT ) at 13 TeV is shown in

Figure 8, where we compare predictions at NLO, NNLO
and when combining NNLO QCD and NLO EW e↵ects.
As before (c.f. Figures 5 and 6) we see that the ratio is
very similar in all cases, but that the NNLO prediction
has a substantially smaller uncertainty and the inclusion
of EW e↵ects lowers the ratio at high pT . At 13 TeV we
are further from the large-x region, for the same range of
p�T , so that the hui/hdi ratio in Eq. (13) is smaller. We
thus expect that the value of Rdilep is higher at 13 TeV
than at 8 TeV, a supposition that is borne out by our
explicit calculations. We find, for the asymptotic ratio
defined in Eq. (16),

RNNLO+EW
dilep (13 TeV) = (18)

0.0377+0.009
�0.0011 (scale)+0.000y

�0.000y (PDF)+0.00zz
�0.00zz (norm) .

Need to fill in numbers here

VI. CONCLUSIONS

In this paper we have presented di↵erential predictions
for �+ j at NNLO and compared our predictions to data
taken by the CMS experiment at 8 TeV. We have also
computed the `+`� + j/� + j ratio at this order. We
have seen that NNLO predictions provide a very good

. 

33



Conclusions
The precision of NNLO is needed by the data in direct photon 
studies and allows for interesting phenomenology to be 
undertaken. 

NNLO QCD is becoming the standard for 2->2 processes at the 
LHC, albeit with a few caveats.

I have presented NNLO predictions for photon processes 𝛾 +X, 𝛾 
+j+X and considered the effect of electroweak corrections.  

Also computed the (Z+j)/(𝛾 +j) ratio at NNLO+EW and 
compared to 8 TeV CMS data. This ratio can be used to extract 
the MET+jets shape in searches.  

Conclusions
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