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v Production and Distributed Analysis system (PanDA) is the Workload Management 
System (WMS) to run jobs on Grid. 
v PanDA is an unified system for Production and User Analysis capable of 

operating at LHC data processing scale. 
v PanDA makes distributed resources optimally accessible by all users. 

PanDA Brief Story

2005: Initiated for US ATLAS (BNL and UTA)
2006: Support for analysis
2008: Adopted ATLAS-wide
2009: First use beyond ATLAS
2011: Dynamic data caching based on usage and demand
2012: BigPanDA
2014: Network-aware brokerage
2014 : Job Execution and Definition (JEDI) -dynamic job management
2014: JEDI- based Event Service
2015: New ATLAS Production System, based on PanDA/JEDI
2015 :Manage Heterogeneous Computing Resources: Cloud computing, HPC, etc
2016: PanDA beyond HEP : LSST, BlueBrain
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• How PanDA works?
• Uses a Pilot model to pull jobs from central queue once a suitable resource found.
• Pilot factories

• continually submit jobs to available computing resources. 

• The tasks are routed to 
sites based on the 
availability of relevant data 
and processing resources.



¡ DEFT  (Database Engine for Task)

§ Handles production requests and tasks 
▪ For both production and analysis

¡ DEFT is responsible for formulating the Meta-Tasks 
¡ Meta-Tasks can include chains of tasks and task groupings

§ Completing with all necessary parameters. 

¡ DEFT provides the interface for each Meta-Task definition, 
management and monitoring throughout its lifecycle. 
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¡ JEDI (Job Execution and Definition Interface)
§ Dynamically splits workload for optimal  usage of resources 

¡ JEDI is using the task definitions formulated in DEFT 
§ To define and submit individual jobs to PanDA
§ To keep track of their progress and handle re-tries of failed jobs, 
§ To perform job redirection 

¡ JEDI interfaces data management services in order to properly 
aggregate and account for data generated by individual jobs (i.e. 
general dataset management) 

6



7

Tasks are submitted to the system and jobs are dynamically 
generated on behalf of users



¡ Meta-Task: task composed by multiple tasks

¡ Task: a collection of jobs. 
§ Is used as a main unit of computation

¡ Job: small data processing tasks.
¡ Splitting of task into jobs is similar to splitting in packets for networks.

¡ Event: smallest unit in ATLAS data and processing

¡ Users do not care about transient job failures      
§ Completion time and low overall loss are the metrics
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¡ Job metrics are unknown when tasks are defined:
§ total size of output files, local disk usage, total 

execution time, Input/Output intensity, etc

¡ Real values are collected using scout jobs
§ A small number (~10) of jobs are generated for each task 

with minimum input chunks

¡ Job parameters are optimized using job metrics for the 
rest of input
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¡ Job is split in many events chunks that can run separately
§ Different resources have different abilities

¡ Pilot runs get Job to request work from Panda.
¡ A payload is returned from Panda which can be normal work
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• Pilot parses the payload.
• Pilot can run one or more jobs
• Pilot automatically selects 

different processes for 
different jobs.



11



12



13



14



15

¡ Number of running jobs per day/week/month

¡ Search
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¡ task attribute summary

¡ tasks details
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link to jobs and their log files 

clickable 

click 

check athena_stdout.txt (for pathena)/prun_stdout.txt (for prun) and pilotlog.txt
(all commands issued by the pilot) from this link 
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cloud info 
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PanDA resource details 
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site attribute summary 
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Ø DAST provides the first contact point to help thousant of Grid users. 
Ø DAST deals with all kind of the distributed analysis-related-issues.
Ø an efficient user support is crucial to get physics results fast.
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Ø DAST plays a key role to solve these users-related-issues:
Ø Panda-clients
Ø ATLAS software, Physics Analysis Tools
Ø Site service problems
Ø DDM-clients, data access at sites and data replication
Ø Monitoring system 

Ø Two expert shifters on duty during working hours; one in the 
North American time zone and one in the European time zone, 
covering 16 hours/day.



Ø From 1,314 users, we have exchanged 123,813 emails. 
Ø Since Oct. 2008 until 2017 more than 10,000 a year.

Ø DAST continues to be a very successful first-level contact
for ATLAS users with Grid analysis issues.
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Peaking at more than 
15K received e-mails 
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Where to get help on the Distributed Analysis grid tasks
hn-atlas-dist-analysis-help


