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Further information : https://indico.cern.ch/event/630357/contributions/2547039/



What is the LHC Data?
• Raw data:

• Was a sensor hit?
• How much energy deposit?
• What time?

• Reconstructed data:
• Momentum of tracks (4-vectors)
• Origin
• Energy in clusters (jets)
• Particle type
• Calibration information
• …
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µ 150 million sensors deliver data
… 40 million times per second

µ Generates ~ 1 PB per second

https://indico.cern.ch/event/630357/contributions/2547039/

The whole Facebook was 100 PB in 
2012
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“Offline” - Asynchronous“Offline” - Asynchronous“Offline” - Asynchronous

HEP Computing
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L1

(HW)

L1
Trigger
(HW)

HL

(SW)

HL
Trigger
(SW)

~40 MHz

~100 kHz
~1 kHz

~ PB/s “Online” – Real time
Operated and funded
as part of the detector

“Raw Data” ~ 1-10 GB/sWLCG

2) where this 
number comes 

from?

https://indico.cern.ch/event/630357/contributions/2547039/



Nature of the Computing Problem
• Enormous numbers of collisions of proton bunches with each

other
• Data from each collision are small (order 1…10 MB)
• Each collision independent of all others

• No supercomputers needed
• Most cost-effective solution is standard PC architecture (x86) servers

with 2 sockets, SATA drives (spinning or SSD), Ethernet network
• Linux (RHEL variants: Scientific Linux, CentOS) used everywhere

• Calculations are mostly combinatorics – integer (rather than
floating-point) intensive

Computing in HEP - Helge Meinhard at CERN.ch 1004-Jul-2017

this is a key point in high energy physics 
computing

https://indico.cern.ch/event/630357/contributions/2547039/
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but it does not mean we cannot use them
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this point drives one the needs for future 
requirements in computing high energy 

physics

It does not scale linearly!!

https://indico.cern.ch/event/630357/contributions/2547039/



The Worldwide LHC Computing Grid

Tier-1:
permanent storage,
re-processing,
analysis

Tier-0 (CERN):
data recording,
reconstruction and
distribution

Tier-2:
Simulation,
end-user analysis

> 2 million jobs/day

~750’000 cores

~1’000 PB of storage

~170 sites,
42 countries

10-100 Gb links
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WLCG: An international collaboration to distribute and analyse LHC data

Integrates computer centres worldwide that provide computing and storage
resource into a single infrastructure accessible by all LHC physicists

https://indico.cern.ch/event/630357/contributions/2547039/
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Status of LHC and plans
ATLAS week
Frédérick Bordry
21st June 2017

Run I Run II Run III Run IV, V…

FAV = Fabrication, Assembly and Verification 

today

Frederick Bordry (CERN) @ ATLAS Week 21/06/17 

HL-LHC desde 
el 2026 hasta el 

2037!!

5 to 7 x nominal 
luminosity



Future Challenges for LHC
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Data:
• Raw 2016: 50 PB ⇓ 2027: 600 PB
• Derived (1 copy): 2016: 80 PB ⇓ 2027: 900 PB

CPU:
• x60 from 2016

https://indico.cern.ch/event/630357/contributions/2547039/

A factor of 10 more storage needed
A factor of 60! 

more CPU



What can we do?
• Assuming 20% per year from 

technology, still factors missing 
in terms of cores, storage etc 

• Moore’s law coming to an end for 
business and financial reasons? 

• Large effort spent to improve 
software efficiency  

• Exploit multi-threading, new 
instruction sets,  

• but we can still do one more 
thing

reddit.com

http://reddit.com


Opportunistic resources
• Today this has become more

important
• Opportunistic use of:

• HPC facilities
• Large cloud providers
• Other offers for “off-peak” or

short periods
• ...
• All at very low or no cost (for

hardware)
• But scale and cost are

unpredictable

• Also growing in importance:
• Volunteer computing (citizen

science)

• BOINC-like (LHC@home,
ATLAS/CMS/LHCb@home,
etc)

• Now can be used for many
workloads – as well as the
outreach opportunities
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https://indico.cern.ch/event/630357/contributions/2547039/
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Cloud Computing : 
-What it is 
-Basic jargon 
-Why it is important

Further information : https://indico.cern.ch/event/178466/



Scalable

Solutions

Elastic

Real time

Internet

Service

Products





Still not clear, any analogy????



Making your own 
IT services is 

like…

and you have to take care of it!!!



While getting 
them on the Cloud 

is more like



but how interesting it is?



Cloud Computing Grid Computing HPC

caution is always 
advisable : we could 

be on the hype : 

From google trends

https://en.wikipedia.org/wiki/Hype_cycle



in reality is everywhere!! : 



in reality is everywhere!! : 



Ok, we have an idea of what it is and how 
important it is; let’s go for a bit of terminology



IaaS Infrastructure as a service

  Provide access to collections of virtualised computer 
hardware resources 

Applications

Runtimes

Security 

Databases

Servers

You do :

Virtualisation

Server HW

You don’t do :

Storage

Networking



Platform as a service

  Facilitate the deployment of applications without the cost 
and complexity of buying and managing the underlying 

hardware  

Applications

You do :
Virtualisation

Server HW

You don’t do :

Storage

Networking

Runtimes

Security 

Databases

Servers

PaaS



Software as a service

  Delivery model in which software and associated data 
are centrally hosted 

You do :
Virtualisation

Server HW

You don’t do :

Storage

Networking

Runtimes

Security 

Databases

Servers

SaaS

Applications



but, can we use it for high energy physics 
computing?

We need to adapt the current architecture 
but why not?
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High performance computers : 

A key player in 
science (and 
politics!) not 
exploited in our 
community



1995 2017

USA

China

Japon

UK

Germany
100%

Geopolitical 
importance of 
supercomputers 

The fall of the US and 
the raise of China 





Geopolitically important????



So, with the developments of Cloud 
Computing and the political race for HPC, it 
seems like the perfect environment to review 
our computing architecture and profit from 

these resources 



http://iopscience.iop.org/article/10.1088/1742-6596/664/9/092025/pdf

http://iopscience.iop.org/article/10.1088/1742-6596/664/9/092025/pdf


http://iopscience.iop.org/article/10.1088/1742-6596/664/6/062065/pdf

http://iopscience.iop.org/article/10.1088/1742-6596/664/6/062065/pdf


ATLAS Computing 
NOW

TRADITIONAL WAY

ATLAS Physics 
Coordination requests 
n (millions) MC events

ATLAS Computer Farm

Grid Storage Element



event service
NEW PATHS IN HEP COMPUTING 

ATLAS Physics 
Coordination requests 
n (millions) MC events

Event Service 
Splits de job in 

small ranges (even 
1 event)

Opportunistic 
resources

HPC

re
qu

es
t input

output Object Store  
Merging of events

Grid Storage Element



Event Service
• Event processing granularity 

makes possible the use of 
opportunistic resources.  

• The flow of events : one event 
in, processed and one event 
out optimises storage 

• Now is being commissioned 
and validated still not fully 
deployed

Is this jar full?



Summary
• Computing is changing very 

fast : we must as well evolve 

• New computing models 
requires new ways of thinking 
to tackle the problems we 
have to face 

• The traditional approach : 
ATLAS own PC farms, won’t 
become obsolete soon 
(probably never) but we must 
prepare ourselves now to be 
ready for the computing 
models of the future  


