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Overview:  SuperCDMS Soudan

3
3� Diameter 
2.5 cm Thick 

Data for this analysis:   
 
577 kg-days 
taken from Mar 2012 – July 2013 
7 iZIPs with lowest trigger threshold 

Operational since March 2012 

SuperCDMS at SOUDAN 

9.0 kg Ge (15 iZIPs x 600g) 

iZIP  
interleaved Z-sensitive 

Ionization & Phonon detectors  

Instrumented on both sides with  
2 charge+ 4 phonon sensors 

5%

- Location:  Soudan Underground Laboratory, 
Minnesota, USA @ ~2090 mwe

- Science operations from Mar. 2012 - late 2015.

- Experiment contains 15 iZIP detectors, stacked 
into 5 towers

- interleaved Z-sensitive Ionization and 
Phonon detectors (iZIP)

- Each side instrumented with 2 charge (inner + 
outer) & 4 phonon (1 inner + 3 outer) sensors
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Phonon sensor layout: 

Field lines near surface: 
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Active and Passive Shielding
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Active Muon Veto:   
rejects events from cosmic rays

Polyethyene:  moderate 
neutrons from fission decays and 
(α,n) interactions

Pb: shielding from gammas 
resulting from radioactivity

Low Radioactivity Pb: 
shields 210Pb betas

Cu:  radio-pure inner copper can
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Community Assays Database
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http://radiopurity.org Supported by AARM, LBNL, MAJORANA, SMU, SJTU & others
Currently hosted by SNOLAB

Use Clean Materials

http://radiopurity.org
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Detection Principles
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Standard iZIP Mode:

CDMSlite HV Mode:

3

CDMSlite Detection Principle

lite: low ionization threshold experiment

Standard iZIP mode

Primary phonon and ionization signal:

=> allows NR/ER discrimination.

CDMSlite: HV mode

e-/h+ produce extra phonons as they drift to electrodes: Neganov-Trofimov-Luke 

phonons (NTL).

#NTL phonons ∾ V
bias

:

=> large V
bias

 yields large phonon amplification of ionization signal.

NTL amplification enables very low thresholds => low WIMP masses.

Trade-off: NTL phonons mix ionization and phonon signal => no NR/ER discrimination.

NR, ER: Nuclear Recoil, Electron Recoil

- Primary (prompt) phonon 
and ionization signals allow 
for discrimination between 
NR and ER events SuperCDMS Detector Technology: HV (CDMSlite)

How does it work?

Already achieved 56 eVee threshold!

Downside: No background rejection

Soudan CDMSlite Run 2 result (arXiv 1509.02448)
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e-

h+

E 
field

Prompt 
phonons

Luke 
phonons

Luke 
phonons

Phonon energy = Erecoil + ELuke

Status Review July 2017

Ge activation peaks clearly visible at low energy

CDMSlite technique 

provides sensitivity to 

low-mass WIMPS

total phonon  
energy primary recoil 

energy

Luke phonon  
energy

Et = Er +NeheVb

- Drifting electrons across a potential (V) 
generates a large number of phonons 
(Luke phonons).  

- Enables very low thresholds!
- Trade-off:  No NR/ER discrimination
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CDMSlite Data

- Run 1:  Aug. - Sept. 2012   [PRL 112, 041302, 2014] 

- Run 2 (period 1):  Feb. - July 2014 

- Run 2 (period 2):  Sept. - Nov. 2014 

- Run 3:  Feb. - May 2015 (analysis ongoing)
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3� Diameter 
2.5 cm Thick 

Data for this analysis:   
 
577 kg-days 
taken from Mar 2012 – July 2013 
7 iZIPs with lowest trigger threshold 

Operational since March 2012 

SuperCDMS at SOUDAN 

9.0 kg Ge (15 iZIPs x 600g) 

iZIP  
interleaved Z-sensitive 

Ionization & Phonon detectors  

Instrumented on both sides with  
2 charge+ 4 phonon sensors 

5%

Run 1 - 2

Run 3

[PRL 116, 071301 ,2016]
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Ionization Energy Scale Calibration

- 232Cf Source:

- 70Ge + n         71Ge

- 71Ge decays via electron capture

- Well known energy released in K-, L-, 
and M-shell captures

- K-shell (BR ≤ 88%):  10.37 keV

- L-shell (BR ≤ 11%):  1.30 keV

- M-shell (BR ≤ 2%):  0.16 keV

- High statistics K-shell capture used for 
calibration.
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HumiSealr, reducing the e↵ects of parasitic resistances
under humid conditions to R

p

& O (1 G⌦). See App. A
of Ref. [38] for details of the biasing board.

For Run 2, the DAQ was configured to record the bias
Vb and current Ib of the high-voltage power supply for
each event. Changes in the current are indicative of
changes in total resistance encountered by the power sup-
ply, i.e. some combination of R

b

and R

p

. The recorded
current was then used to correct the energy scale on an
event-by-event basis as

E

Corr
t = Et · 1 + eV

b

/"

�

1 + e (V
b

� I

b

R) /"
�

, (18)

where R is the encountered resistance. A fit of Et vs. Ib

demonstrated that R ⇡ R

b

; i.e. R
p

is much greater than
R

b

, is parallel to the detector, and is downstream of R
b

.
Based on this fit and a measured bias current I

b

. 10 nA,
a .2% correction was applied.

In addition to the position dependence mentioned in
Sec. II C, which gave a correction of 0–3%, two other
sources of gain variation were identified in Run 2: the
cryostat base temperature and discrete shifts that were
possibly caused by changes in the noise environment.
The base temperature of the experiment ranged from
47–52 mK and was recorded by the DAQ for each event.
These temperature di↵erences caused a .3% variation
in the energy scale that was corrected using the recorded
temperature. After correcting for leakage current and
base temperature, the mean value of the 71Ge K-shell
peak was consistent in time throughout Period 1. How-
ever, there were two distinct populations in Period 2,
one lower than Period 1 by 2.87%, the other higher than
Period 1 by 0.81%. The origin of these shifts was not
confirmed. They were corrected for by scaling the means
of the activation peak distributions to match that of Pe-
riod 1. A comparison of the initial to final keVt energy
scale over the duration of Run 2 is given in Fig. 23. The
mean of the final distribution was then used to scale to
the Er,ee energy scale.

VI. CDMSLITE BACKGROUNDS

CDMSlite is an ER background-limited search because
it cannot discriminate between ER and NR events. How-
ever, e↵orts have been made to understand and reduce
the overall background rate in order to extend sensitiv-
ity to smaller WIMP scattering cross sections. Operat-
ing a SuperCDMS iZIP detector in CDMSlite mode re-
quired grounding one side of the detector, which created
an asymmetric electric-field geometry. This geometry is
studied in simulation to understand how it a↵ects ER
background modeling. Motivated by this understand-
ing of the electric field, a fiducial volume was defined
in Run 2 to remove areas of the detector where the elec-
tric field configuration led to reduced signal amplification
and therefore a higher background rate at low energies.
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Figure 23. K-shell activation peak (cluster at 150–160 keVt)
in Run 2 as a function of time without (top) and with (bot-
tom) corrections for gain variations. 252Cf calibrations oc-
curred in February, May, and September/October. The hori-
zontal lines indicate the means of the two peak distributions.

Defining a fiducial volume thus significantly reduced the
background rate in Run 2.

A. Run 2 Radial Fiducial-Volume Cut Motivation

The two primary reasons to apply a radial fiducial-
volume cut are to remove events whose energy recon-
struction is inaccurate and to remove low-energy back-
ground events (e.g. 222Rn daughters on the detector sur-
faces and surrounding material). Such a cut was not ap-
plied in the Run 1 analysis as the small data set did not
allow the impact of the cut to be properly assessed. With
the larger Run 2 exposure, however, a radial fiducial-
volume study became possible. The Run 2 cut was par-
ticularly motivated by further study of the CDMSlite
electric-field configuration and an unexpected instrumen-
tal background population.

1. Improved Understanding of Electric-Field E↵ects

A copper detector housing enclosed the crystal radi-
ally with a small gap between the detector edge and the
grounded housing. Such an arrangement, coupled with
the asymmetric biasing configuration, led to an inhomo-
geneous electric field. The field geometry was modeled by
finite-element simulation using COMSOL Multiphysicsr

software. The simulation only included a single detector,
and thus any e↵ects from the biased detectors above and
below the CDMSlite detector were not included. The
resulting electric field showed in which parts of the de-
tector freed charges are attracted to the sidewall, and
the grounded housing outside, rather than the grounded

K-Shell Line 

- Corrected for environmental and 
operational changes (i.e. base 
temperature, parasitic resistances, 
position dependence.)
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Run 2:  Fiducial Volume

96

Fiducial Radius

0 V

70 V

R Position [mm]

Z
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o
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]

 V<V
Bias

Grounded sidewall and one-sided 
readout:

e/h pairs created at large radii 
traverse V< V

bias
.

Reduces NTL amplification.
Adds low energy tail to spectrum.
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Fiducial Radius

0 V

70 V

R Position [mm]
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m
m

]

 V<V
Bias

Grounded sidewall and one-sided 
readout:

e/h pairs created at large radii 
traverse V< V

bias
.

Reduces NTL amplification.
Adds low energy tail to spectrum.

- Low energy background events (e.g. 
210Pb)

- Sidewalls are grounded and readout 
on one detector side

- e/h pairs created near detector 
sides traverse a V < Vbias

- Reduces Luke amplification
- Adds low energy tail to spectrum
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Radial Parameter
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- Each pulse is fit with a 
“slow” and “fast” template.

- Use pulse features 
(amplitude, energy and 
delay) to derive empirical 
radial parameter.

- Empirical radial parameter is 
used to define a fiducial 
volume.
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Figure 6. Templates used for the standard optimal filter (OF),
non-stationary optimal filter (NSOF), and 2T-fit algorithms
for CDMSlite analysis. The green solid curve is the single
trace used for the OF, NSOF, and 2T-fit slow templates,
which is derived from averaging high-energy traces. In the
2T fit, the slow template’s amplitude carries the main energy
information. The 2T-fit fast template (orange dotted), is de-
rived by considering the di↵erences between the slow template
and the traces used in the slow template’s derivation. In the
2T fit, the fast template’s amplitude captures the position
information from the signal trace. The maximum of the am-
plitudes (Ampl.) are scaled to unity in the figure.

given event and comparing the fit amplitudes amongst
the channels: channels whose sensors are nearer to the
interaction will have a larger amplitude than those whose
sensors are farther away.

The second algorithm is called the “non-stationary”
optimal filter (NSOF; see App. E of Ref. [38]), and it
produces an energy estimator that is less a↵ected by the
early-trace position dependence. The NSOF uses the
same single template as in the OF fit, but treats the
residual deviations between the trace and the template
as non-stationary noise. This procedure deweights the
parts of the trace that show larger variance and results
in a more accurate energy estimator. Additionally, the
NSOF fit is calculated only for the summed trace of each
individual detector, which also serves to reduce, but does
not completely eliminate, the e↵ect of position depen-
dence on the energy estimate. The NSOF is not useful
for computing position information about the initial scat-
ter.

The third algorithm, utilized for the first time with
CDMSlite Run 2 data, is called the “two-template” op-
timal filter (2T fit; see App. E of Ref. [38]). The 2T
fit uses a linear combination of two di↵erent templates,
replacing aA(t� t0) with

P
i=s,f

a

i

A

i

(t� t0). The two
templates are shown in Fig. 6 and are labeled the “slow”
and “fast” templates. The slow template is the same tem-
plate used in the OF and NSOF fits. The fast template is
derived by considering the di↵erences between the slow
template and the traces used to define it, termed the
residual traces. To calculate this template, the residuals
with negative amplitude are inverted before all residu-
als are averaged. The inversion conserves the shape and
is needed because the average of the residuals without
the inversion is zero by definition. The 2T fit returns an
energy estimator — the amplitude of the slow template
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Figure 7. Results of the 2T-fit algorithm for an example event
chosen from the 71Ge L-shell capture peak in Run 2. The
traces and fits from all four phonon channels, labeled A–D
(where channel A is the outer ring) are given. For each chan-
nel, the raw trace (blue solid) is compared to the final total
fit (black dashed) which is a linear combination of the slow
(green solid) and fast (orange dotted) templates. The channel
with the largest fast-template amplitude, Channel B for this
event, is the channel whose sensors are closest to the initial
recoil.

— which, like the NSOF, is less a↵ected by the position
of the initial scatter than the OF fit, but it also returns
the amplitude of the fast template which encodes posi-
tion information. The 2T fit is applied to each individual
channel’s trace as well as the summed trace. An example
of this fit is shown in Fig. 7. Negative fast-template am-
plitudes are expected in fit results and indicate greater
distance from the initial scatter.

In the Run 1 analysis, the energy estimator from the
NSOF algorithm was used without any further correc-
tions for position dependence. For the Run 2 analysis,
the NSOF energy estimator was again used, but an addi-
tional position correction was applied based on the 2T fit
information. As shown in Fig. 8, a correlation between
the fitted NSOF energy estimate and 2T-fit fast template
amplitude is observed. The linear fit to this correlation
is used for the correction [39]. In the Run 2 analysis,
a cut was placed to remove events for which the NSOF
fit returned large �

2 values to ensure that the energy
estimator was reliable. Such a cut removes events that
have more than one pulse in the trace, or that exhibit
distorted pulse shape due to TES saturation. The sig-
nal e�ciency for the cut is near 100% as computed via
a pulse simulation that is described in Sec. III C 2. No
poorly-fit events were observed above threshold in the
smaller Run 1 WIMP-search data set, and thus such a
cut was unnecessary.

raw
fit 
slow
fast 

A B

C

D



TAUP 2017 - Results from SuperCDMS Soudan - Jodi Cooley

Fiducial Radial Cut
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8

Ioniza�on Energy [keV]

Fiducial Radial Cut

L-shell K-shell

Localized bkg. 
near connector. 

Reduced 
amplification events.

R
u
n
 2

a
R

u
n
 2

b

>90% of reduced 
amplification events 
removed by cut.

Tighter cut in Run 2b.

Removes >90% of reduced amplification events.



TAUP 2017 - Results from SuperCDMS Soudan - Jodi Cooley 12

- 71Ge activation peaks are visible in both Runs 1 & 2.
- 65Zn K-shell electron capture peak visible in Run 1.
- Run 1 threshold 170 eVee

- Run 2 (period 1) threshold 75, (period 2) 56 eVee
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Run 2  Limit Setting
- Used Optimal Interval* with no 

background subtraction. 

- Converted to nuclear recoil (NR) 
equivalent energy using Lindhard 
model:  
 
 

- Created 1000 samples with input 
parameters drawn from uncertainty 
distributions. 

- k(Ge) = 0.157, scanned over [0.1, 0.2]. 
Final result given by median. 
Uncertainty given by distribution. 
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Setting the Limit (Run 2)

Run 2a threshold
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Nuclear Recoil Equivalent Energy [keV]

Nuclear Recoil Equivalent Energy [keV]

*S. Yellin, Phys. Rev. D 66, 032005 (2002).

Using Optimal Interval* with no 
background subtraction.

Converting to Nuclear Recoil (NR) 
equivalent energy using Lindhard 
model:

Creating 1000 samples with input 
parameters drawn from uncertainty 
distributions.

k(Ge) = 0.157, scanned over [0.1, 0.2].

Final result given by median.

Uncertainty given by distribution.

Y (Enr ) = k(Z , A )⋅
g ( Enr

, Z , A )
1+k (Z , A )⋅g (Enr

, Z , A )

*S. Yellin, Phys. Rev. D 66, 032005 (2002) 
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Setting the Limit (Run 2)
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Nuclear Recoil Equivalent Energy [keV]

*S. Yellin, Phys. Rev. D 66, 032005 (2002).

Using Optimal Interval* with no 
background subtraction.

Converting to Nuclear Recoil (NR) 
equivalent energy using Lindhard 
model:

Creating 1000 samples with input 
parameters drawn from uncertainty 
distributions.

k(Ge) = 0.157, scanned over [0.1, 0.2].

Final result given by median.

Uncertainty given by distribution.

Y (Enr ) = k(Z , A )⋅
g ( Enr

, Z , A )
1+k (Z , A )⋅g (Enr

, Z , A )
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CDMSlite Results
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5

visible in the data following such an activation, is used
to calibrate the energy scale to keVee and to correct for
any changes in the energy scale with time (see Sec. V).

WIMP scatters are expected to be NRs; so a nuclear-
recoil energy is ultimately constructed, called “nuclear-
recoil equivalent” energy in units of keVnr and denoted
by Er,nr. The calibration to keVnr is performed by com-
paring Eq. 7, assuming the detector sees the full Vb bias,
for an ER and NR with the same Et, and solving for Er,nr

Er,nr = Er,ee

✓
1 + eVb/"�

1 + Y (Er,nr)eVb/"�

◆
, (8)

where Y (Er,nr) is the yield as a function of nuclear-recoil
energy, for which a model is needed. The model used is
that of Lindhard [25]

Y (Er,nr) =
k · g(")

1 + k · g(") , (9)

where g(") = 3"0.15 + 0.7"0.6 + ", " =
11.5Er,nr(keVnr)Z�7/3, and Z is the atomic num-
ber of the material. For germanium, k = 0.157. The
Lindhard model has been shown to roughly agree with
measurements in germanium down to ⇠250 eVnr [26, 27],
although measurements in this energy range are di�cult
and relatively few exist [28–30].

B. Data Sets and Previous Results

A single detector was operated in CDMSlite mode
during two operational periods, “Run 1” in 2012 and
“Run 2” in 2014. The initial analyses of these data sets,
published in Refs. [11] and [12] respectively, applied var-
ious selection criteria (cuts) to the data sets and used
the remaining events to compute upper limits on the SI
WIMP-nucleon interaction. These limits were computed
using the optimal interval method [31], the nuclear form
factor of Helm [9, 32], and assuming that the SI interac-
tion is isoscalar. Under this last assumption, the WIMP-
nucleon cross section �

SI
N

is related to �

SI
0 in Eq. 1 as

�

SI
0 = (Aµ

T

/µ

N

)2 �SI
N

, where µ

N

is the reduced mass of
the WIMP-nucleon system.

CDMSlite Run 1 was a proof of principle and the first
time WIMP-search data were taken in CDMSlite mode.
For Run 1, the detector was operated at a nominal bias
of �69 V and an analysis threshold of 170 eVee was
achieved. In an exposure of just 6.25 kg d, the experi-
ment reached the SI sensitivity shown in Fig. 3 (labeled
“Run 1”), which was world-leading for WIMPs lighter
than 6 GeV/c2 at the time of publication [11].

The total e�ciency and spectrum from Run 1 are
shown in Figs. 4 and 5 respectively. In addition to the
71Ge activation peaks, the K-shell activation peak from
65Zn is visible in the Run 1 spectrum. The 65Zn was
created by cosmic-ray interactions, with production ceas-
ing once the detector was brought underground in 2011,
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Figure 3. Spin-independent WIMP-nucleon cross-section
90% upper limits from CDMSlite Run 1 (red dotted curve
with red uncertainty band) [11] and Run 2 (black solid curve
with orange uncertainty band) [12] compared to the other
(more recent) most sensitive results in this mass region:
CRESST-II (magenta dashed curve) [33], which is more sen-
sitive than CDMSlite Run 2 for mWIMP . 1.7 GeV/c2, and
PandaX-II (green dot-dashed curve) [34], which is more sen-
sitive than CDMSlite Run 2 for mWIMP & 4 GeV/c2. The
Run 1 uncertainty band gives the conservative bounding val-
ues due to the systematic uncertainty in the nuclear-recoil
energy scale. The Run 2 band additionally accounts for the
uncertainty on the analysis e�ciency and gives the 95% un-
certainty on the limit.

and decayed with a half-life of ⌧1/2 ⇡ 244 d [35]. The
analysis threshold was set at 170 eVee to maximize dark
matter sensitivity while avoiding noise at low energies
(see Sec. III C). To compute upper limits, the conversion
from keVee to keVnr was performed using the standard
Lindhard-model k value (Eq. 9) of 0.157. Limits were
also computed using k = 0.1 and 0.2, chosen to repre-
sent the spread of experimental measurements [26–30],
to bound the systematic due to the energy-scale conver-
sion. As shown in Fig. 3, this uncertainty has a large
e↵ect at the lowest WIMP masses.
In Run 2, the detector was operated with a bias of

�70 V, the analysis threshold was further reduced be-
cause of improved noise rejection, and a novel fiducial-
volume criterion was introduced to reduce backgrounds.
The total e�ciency and spectrum from this run are com-
pared to those of the first run in Figs. 4 and 5. Because of
the lower analysis threshold, decreased background, and
a larger exposure of 70.10 kg d, the experiment yielded
even better sensitivity to the SI interaction than Run 1
[12], as shown in Fig. 3 (labeled “Run 2”). The sec-
ond run was split into two distinct data periods (see
Sec. III C), labeled “Period 1” and “Period 2”, that had
analysis thresholds of 75 and 56 eVee, respectively.
For the Run 2 result, the uncertainties of the analysis

were propagated into the final limit by simulating 1000
pseudoexperiments and setting a limit with each. The

arXiv:  1707.01632
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Figure 35. Upper limits on the spin-dependent free neutron �SD
n

(left) and free proton �SD
p

(right) WIMP scattering cross
sections in the proton- and neutron-only models respectively. For both, the median (90% C.L) (thick black solid curve) upper
limit from CDMSlite Run 2 is compared to other selected limits from PANDAX-II (thick-green dotted curve) [65], LUX (thick-
green dot-dashed curve) [66], XENON100 (thick-green dashed curve) [67], PICO-60 (magenta upward triangles) [68], PICO-2L
(magenta downward triangles) [69], PICASSO (purple dot-dashed band) [70], CDEX-0 (thin-red dashed curve) [71, 72], and
CDEX-1 (thin-red solid curve) [72]. The orange band surrounding the Run 2 result is the 95% uncertainty interval on the
upper limit. The Run 2 limits are the most sensitive for mWIMP . 4 and . 2 GeV/c2 for the neutron- and proton-only models
respectively.
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Figure 36. Median (90% C.L.) upper limit and associated 95% uncertainty (thick black solid curve surrounded and orange
bands) on the WIMP-nucleon coupling coe�cients a

p

and a
n

from CDMSlite Run 2 for WIMP masses of 2 (top left), 5 (top
right), 10 (bottom left), and 20 (bottom right) GeV/c2. Areas outside the ellipses are excluded for each WIMP mass.
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Figure 35. Upper limits on the spin-dependent free neutron �SD
n

(left) and free proton �SD
p

(right) WIMP scattering cross
sections in the proton- and neutron-only models respectively. For both, the median (90% C.L) (thick black solid curve) upper
limit from CDMSlite Run 2 is compared to other selected limits from PANDAX-II (thick-green dotted curve) [65], LUX (thick-
green dot-dashed curve) [66], XENON100 (thick-green dashed curve) [67], PICO-60 (magenta upward triangles) [68], PICO-2L
(magenta downward triangles) [69], PICASSO (purple dot-dashed band) [70], CDEX-0 (thin-red dashed curve) [71, 72], and
CDEX-1 (thin-red solid curve) [72]. The orange band surrounding the Run 2 result is the 95% uncertainty interval on the
upper limit. The Run 2 limits are the most sensitive for mWIMP . 4 and . 2 GeV/c2 for the neutron- and proton-only models
respectively.
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Figure 36. Median (90% C.L.) upper limit and associated 95% uncertainty (thick black solid curve surrounded and orange
bands) on the WIMP-nucleon coupling coe�cients a

p

and a
n

from CDMSlite Run 2 for WIMP masses of 2 (top left), 5 (top
right), 10 (bottom left), and 20 (bottom right) GeV/c2. Areas outside the ellipses are excluded for each WIMP mass.

CDMSlite Run2
PANDAX-II
LUX
XENON100

CDEX-1
CDEX-0

Run 2:  Spin Dependent Results

PICO-2L

PICO-60
PICASSO

For WIMP masses < 4 GeV/c2 

(<2 GeV/c2) SuperCDMS has 
leading results for spin 
dependent WIMP-n (WIMP-p) 
interactions.
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Conclusions
- CDMSlite Run 2 has produced world leading limits in the search for 
low mass WIMPs.  It excludes parameter space for WIMPs with 
masses between 1.6 and 5.5 GeV/c2 for spin independent interactions 
and new parameter space below 4 GeV/c2 (2 GeV/c2) for spin-
dependent WIMP-neutron (proton) interactions .

- The interpretation of the excess events seen by CoGeNT as a WIMP 
signal is disfavored.  CDMS II (Si) disfavored assuming standard 
WIMP interactions and a standard halo model.

- The standard high threshold analysis of SuperCDMS is ongoing 
and aims for a background of less than 1 event.  Results will be 
reported soon.

- Further analyses of SuperCDMS Soudan data are ongoing including 
CDMSlite Run 3 and a search for Lightly Ionizing Particles.  
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Earth with respect to the halo v
E

, and the local dark
matter mass density ⇢0. As defined in Eq. 2, this func-
tion integrates over the assumed velocity distribution of
the halo with respect to the Earth f(v,v

E

).
The limits computed for both Runs 1 and 2 assume

the standard halo model (SHM) for the dark matter spa-
tial and velocity distributions. The SHM assumes an
isotropic, isothermal, and non-rotating sphere of dark
matter in which the galaxy is embedded. The velocity
distribution associated with this model is a Maxwellian
distribution boosted to the lab frame of the Earth as

f(v,vE) / exp
⇣
� |v + v

E

|2 /2�2
v

⌘
, (23)

where the proportionality constant has already been sub-
sumed into Eq. 2 and the velocity dispersion is �2

v

= v

2
0/2,

where v0 is the large-radius asymptotic galactic circu-
lar velocity. It is typically assumed that this asymp-
totic value has been reached at the Sun’s position [10],
giving v0 = ⇥0 ⌘ |⇥0|. ⇥0 is the galactic local stan-
dard of rest (LSR), corresponding to the average circular
orbital velocity at the Sun’s distance from the Galac-
tic Center [51]. The Earth’s velocity is decomposed as
v
E

= ⇥0 + v� + v�, where the other velocities are v�,
the solar peculiar velocity with respect to neighboring
stars, and v�, the Earth’s orbital velocity around the
Sun. The Earth’s orbital velocity is assumed to average
to zero over a year. Integrating this distribution over
the range of velocities described in Sec. I gives Eq. 3.
Note that the maximum velocity used in the integration,
which is related to the galactic escape velocity vesc, trun-
cates the theoretical distribution which would otherwise
extend to infinite velocities.

The direct-detection experimental community has
been using a uniform set of measurements for
each of these parameters in its analyses: ⇢0 =
0.3 GeV c�2 cm�3 [1], ⇥0 = 220±20 km s�1 in the direc-
tion of Galactic rotation [52], vesc = 544+64

�46 km s�1 [53],

and v� = (11.0± 1.2, 12.24± 2.1, 7.25± 1.1) km s�1,
where the first component is the radial velocity towards
the Galactic center, the second component is in the di-
rection of Galactic rotation, and the third component is
the vertical velocity (out of the galactic plane) [54]. It is
well known that the uncertainties in these values, in par-
ticular ⇥0 and vesc, can have significant e↵ects on com-
puted WIMP exclusion limits [55], and thus astrophysical
uncertainties are also expected on the CDMSlite Run 2
spin-independent result. Although the local dark matter
density is also uncertain [56], all experiments are equally
a↵ected by its value, so the e↵ect of its uncertainty on
the Run 2 limit is not considered further.

For this astrophysical-parameter discussion, the Run 2
analysis uncertainties are not considered. Upper limits
are computed using the central e�ciency curve in Fig. 4
and the standard Lindhard model with k = 0.157: a set
of parameters labeled “best-fit” [57]. All other assump-
tions about the rate discussed in Secs. I and II B are
left unchanged, and the optimum interval method [31] is
again used to compute limits.
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Figure 32. E↵ect on the Run 2 “best-fit” limit from vary-
ing the Galactic escape velocity vesc in the Maxwellian halo
model while keeping all other parameters constant. Curves
shown are the median values of the 2007 and 2014 RAVE sur-
vey results at 544 km s�1 (black solid) and 533 km s�1 (red
dotted) respectively as well as the 90% confidence bounds of
the 2014 result at 492 km s�1 (green dashed) and 587 km s�1

(purple dot-dashed). The inset shows an enlargement below
WIMP masses of 2 GeV/c2. Varying vesc changes the lowest
WIMP mass that can produce recoils above threshold while
the impact on the limit at higher masses is negligible.

The SHM value of vesc comes from the median and 90%
confidence region of the 2007 RAVE survey study [53].
The RAVE survey collaboration released an updated
study of the escape velocity in 2014 [58] in which they
found a slightly lower median and reduced uncertainty
span of vesc = 533+54

�41 km s�1. Varying the escape ve-
locity changes the lower edge of the WIMP-mass range,
as a higher maximum halo velocity allows lower-mass
WIMPs to deposit energy above threshold. The e↵ect
on the Run 2 limit of varying the escape velocity while
keeping all other SHM parameters constant can be seen
in Fig. 32. The di↵erence between the 2007 and 2014
RAVE medians is negligible at all but the lowest WIMP
masses.

Recent measurements of the magnitude of the LSR
⇥0 are numerous [59] and include di↵erent approaches
in measurement technique, galactic modeling, and prior
assumptions. The range that the collection of results
spans, 196–270 km s�1, is broader than any individual
uncertainty, which indicates possible systematic uncer-
tainties between the measurements and models. The ef-
fect of varying ⇥0 on the Run 2 limit, keeping all other
halo parameters at their standard values, can be seen in
Fig. 33. Varying ⇥0, and therefore the most probable
velocity in the distribution v0, changes where the most
sensitive part of the curve lies in addition to changing
the lowest accessible WIMP mass. This uncertainty has
a large e↵ect at the lowest WIMP masses, shifting the
limit on �

SI
N

by up to an order of magnitude in either

Limit dependence on galactic escape velocity assuming 
Maxwellian halo model.
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Figure 33. E↵ect on the Run 2 “best-fit” limit from varying
the most probable WIMP velocity ⇥0 in the Maxwellian halo
model while keeping all other parameters constant. Curves
shown are for the SHM value of 220 km s�1 (black solid),
and the upper and lower bounds of the measured values
at 270 km s�1 (green dashed) and 196 km s�1 (purple dot-
dashed). Varying ⇥0 changes where the most sensitive part
of the curve lies in addition to slight changes in the lowest
accessible WIMP mass. The e↵ect is largest for the lowest
WIMP masses, vertically shifting the limit by up to an order
of magnitude in either direction.

direction.
The e↵ect of jointly varying ⇥0 and vesc is considered

by computing the limit 1000 times, each time selecting a
di↵erent set of velocity parameters from their respective
distributions. For ⇥0, a conservative flat distribution be-
tween the bounding measurements, 196–270 km s�1, is
sampled. For vesc, the probability distribution of vesc

from the 2014 RAVE study (distribution graciously pro-
vided by the study authors) is directly sampled. The
95% central interval from the 1000 limit curves is shown
in Fig. 34 around the SHM-value curve. The size of the
uncertainty band is comparable to the uncertainty band
on the analysis uncertainties given in Fig. 3. Note also
that Ref. [58] demonstrates an anti-correlation between
⇥0 and vesc, meaning that the computed uncertainty
band, which samples the velocity values independently,
is an overestimate of the combined uncertainty.

Finally, an alternative WIMP velocity distribution is
also considered in Fig. 34. The model is that of Mao et

al. [60], which gives, in the rest frame of the dark matter,

f(v) / e

�v/va
�
v

2
esc � v

2
�
p

, (24)

where v

a

and p are parameters of the model. Fits to
a Milky Way-like simulation with baryons give p = 2.7
and v

a

/vesc = 0.6875 [61]. The distribution is boosted
to the lab frame via the usual v ! v + ⇥0 + v� + v�,
where the SHM values for these astrophysical velocities
are used. This model naturally tends to v = 0 at the
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Figure 34. The 95% (orange) uncertainty band on the “best-
fit” Run 2 spin-independent limit (black solid) due to the
uncertainties in most probable WIMP velocity (v0) and the
galactic escape velocity (vesc) used in the SHM. The 2014
RAVE survey vesc distribution is sampled and thus the best-
fit curve substituting the 2014 median value into the SHM is
given for consistency (red dotted). The black and red-dotted
curves are the same as in Fig. 32, where an enlargement at
low WIMP mass is given. The best-fit limit computed using
the alternative velocity distribution of Eq. 24 is also presented
(blue dashed).

escape velocity, which explains the reduced sensitivity at
the lightest WIMP masses seen in the limit curve.

B. Spin-Dependent Limits on WIMPs

While the SuperCDMS technology is most sensitive
to spin-independent WIMP-nucleon scattering, the pres-
ence of a neutron-odd isotope, 73Ge (N = 41) with an
abundance in natural Ge of 7.73%, yields competi-
tive limits for spin-dependent scattering at low WIMP
masses [62].
The di↵erential elastic-scattering cross section for a

fermionic WIMP with respect to the momentum trans-
ferred to the nucleus q is given by

d�SD

dq2
=

8G2
F

(2J + 1) v2
S

T

(q), (25)

where GF is Fermi’s constant, J is the total nuclear
spin of the target nucleus, and S

T

(q) is the momentum-
transfer-dependent spin-structure function. S

T

(q) can be
parameterized into isoscalar S00, isovector S11, and inter-
ference S01 terms as

S

T

(q) = a

2
0S00(q) + a

2
1S11(q) + a0a1S01(q), (26)

where the isoscalar and isovector coupling coe�cients are
related to the proton and neutron couplings as a0 = a

p

+
a

n

and a1 = a

p

�a

n

. Explicit forms of S
T

(q) are obtained
from detailed nuclear models for specific isotopes.

Limit dependence on WIMP velocity assuming Maxwellian 
halo model.
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Figure 33. E↵ect on the Run 2 “best-fit” limit from varying
the most probable WIMP velocity ⇥0 in the Maxwellian halo
model while keeping all other parameters constant. Curves
shown are for the SHM value of 220 km s�1 (black solid),
and the upper and lower bounds of the measured values
at 270 km s�1 (green dashed) and 196 km s�1 (purple dot-
dashed). Varying ⇥0 changes where the most sensitive part
of the curve lies in addition to slight changes in the lowest
accessible WIMP mass. The e↵ect is largest for the lowest
WIMP masses, vertically shifting the limit by up to an order
of magnitude in either direction.

direction.
The e↵ect of jointly varying ⇥0 and vesc is considered

by computing the limit 1000 times, each time selecting a
di↵erent set of velocity parameters from their respective
distributions. For ⇥0, a conservative flat distribution be-
tween the bounding measurements, 196–270 km s�1, is
sampled. For vesc, the probability distribution of vesc

from the 2014 RAVE study (distribution graciously pro-
vided by the study authors) is directly sampled. The
95% central interval from the 1000 limit curves is shown
in Fig. 34 around the SHM-value curve. The size of the
uncertainty band is comparable to the uncertainty band
on the analysis uncertainties given in Fig. 3. Note also
that Ref. [58] demonstrates an anti-correlation between
⇥0 and vesc, meaning that the computed uncertainty
band, which samples the velocity values independently,
is an overestimate of the combined uncertainty.

Finally, an alternative WIMP velocity distribution is
also considered in Fig. 34. The model is that of Mao et

al. [60], which gives, in the rest frame of the dark matter,

f(v) / e

�v/va
�
v

2
esc � v

2
�
p

, (24)

where v

a

and p are parameters of the model. Fits to
a Milky Way-like simulation with baryons give p = 2.7
and v

a

/vesc = 0.6875 [61]. The distribution is boosted
to the lab frame via the usual v ! v + ⇥0 + v� + v�,
where the SHM values for these astrophysical velocities
are used. This model naturally tends to v = 0 at the
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Figure 34. The 95% (orange) uncertainty band on the “best-
fit” Run 2 spin-independent limit (black solid) due to the
uncertainties in most probable WIMP velocity (v0) and the
galactic escape velocity (vesc) used in the SHM. The 2014
RAVE survey vesc distribution is sampled and thus the best-
fit curve substituting the 2014 median value into the SHM is
given for consistency (red dotted). The black and red-dotted
curves are the same as in Fig. 32, where an enlargement at
low WIMP mass is given. The best-fit limit computed using
the alternative velocity distribution of Eq. 24 is also presented
(blue dashed).

escape velocity, which explains the reduced sensitivity at
the lightest WIMP masses seen in the limit curve.

B. Spin-Dependent Limits on WIMPs

While the SuperCDMS technology is most sensitive
to spin-independent WIMP-nucleon scattering, the pres-
ence of a neutron-odd isotope, 73Ge (N = 41) with an
abundance in natural Ge of 7.73%, yields competi-
tive limits for spin-dependent scattering at low WIMP
masses [62].
The di↵erential elastic-scattering cross section for a

fermionic WIMP with respect to the momentum trans-
ferred to the nucleus q is given by

d�SD

dq2
=

8G2
F

(2J + 1) v2
S

T

(q), (25)

where GF is Fermi’s constant, J is the total nuclear
spin of the target nucleus, and S

T

(q) is the momentum-
transfer-dependent spin-structure function. S

T

(q) can be
parameterized into isoscalar S00, isovector S11, and inter-
ference S01 terms as

S

T

(q) = a

2
0S00(q) + a

2
1S11(q) + a0a1S01(q), (26)

where the isoscalar and isovector coupling coe�cients are
related to the proton and neutron couplings as a0 = a

p

+
a

n

and a1 = a

p

�a

n

. Explicit forms of S
T

(q) are obtained
from detailed nuclear models for specific isotopes.

95% Uncertainty band on limit due to uncertainties in the 
WIMP velocity and the galactic escape velocity.
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Figure 4. Total combined trigger and analysis e�ciencies for
Run 1 (red dotted curve) and Run 2 (black solid curve with
orange 68% uncertainty band). The implementation of a fidu-
cial volume cut is primarily responsible for the reduction in
e�ciency at high recoil energies between the two analyses.

Figure 5. Measured e�ciency-corrected spectra for Run 1
(red dotted curve) and Run 2 (gray shaded area). The 71Ge
activation peaks at 10.37, 1.30, and 0.16 keVee are promi-
nent. The 65Zn K-shell electron-capture peak is also visible
at ⇠9 keVee in the Run 1 spectrum. Inset: an enlargement
of the spectra below 2 keVee with bins five times smaller and
the runs’ analysis thresholds given by the vertical lines.

median and the central 95% interval from the resulting
distribution of limits, at each WIMP mass, are taken as
the final result given in Fig. 3. For each pseudoexperi-
ment, the keVee energy of the events and thresholds were
constant. The analysis e�ciencies, as indicated by the
band in Fig. 4, were sampled as was the Lindhard-model
k within a range of 0.1  k  0.2. The uncertainty in the
energy conversion dominates the band in Fig. 3, with the
next largest uncertainty being that of the fiducial-volume

acceptance e�ciency (Sec. VIB).

C. Pulse Fitting and Energy Measurement

Several improvements were made in the analysis of
Run 2 data, compared to that of the Run 1 data, by
the introduction of a new data-reduction algorithm used
to extract energy and position information about scat-
ters in the detector. To motivate and understand this
new algorithm, the dynamics of phonon detection and
the older algorithms, which are still used for many parts
of the analyses, are first discussed.
The phonon sensors cover only ⇠5% of the surfaces

of iZIP detectors. Phonons have a ⇠40% probability of
absorption when they strike an aluminum sensor fin, but
are reflected when striking an uninstrumented surface.
The phonons continue to rebound between surfaces of
the crystal until they are absorbed by, or become lost to,
the sensors [36]. Phonons become undetectable by the
sensors by either by falling below the aluminum super-
conducting gap energy (340 µeV) or by being absorbed
through non-sensor materials (e.g. stabilizing clamps).
The small fraction of phonons striking a fin at the first
surface interaction produces an early absorption signal
that is concentrated close to the location of the interac-
tion, while the majority of the phonons contribute to
a later absorption signal that is mostly homogeneous
throughout the detector. The phonon pulse shape thus
contains both position and energy information about the
initial scatter in the earlier and later portions of the sig-
nal trace, respectively.
The CDMSlite analyses employ three algorithms based

on optimal filter theory (see App. B of Ref. [37]) to ex-
tract the position and energy information of the under-
lying event based on the measured pulse shapes and am-
plitudes. For these algorithms, the signal trace S(t) is
generally modeled as a template, or linear combination
of templates, A(t� t0), which can be shifted by some
time delay t0, and Gaussian noise n(t) as

S(t) = aA(t� t0) + n(t), (10)

where the template is scaled by some amplitude a. The
optimal values of a and t0 are then found by minimizing,
in frequency space, the �

2 between the left- and right-
hand sides of Eq. 10. The amplitude, time delay, and
goodness-of-fit �2 value are returned by the algorithms.
The first algorithm is called the “standard” optimal

filter (OF). The OF algorithm fits a single template to
a trace, as in Eq. 10, without attempting to account for
the position dependence in the early portion of the trace.
The template was created by averaging a large number of
high-energy traces taken from the 71Ge K-shell capture
peak and can be seen in Fig. 6. The energy estimate from
this fit, the amplitude a in Eq. 10, has poor resolution
because of the position dependence. The position of an
event’s initial scatter in the detector can be estimated
by fitting the traces from each individual channel of a

Fiducial volume 
cut is primarily 
responsible for 
reduction in 
efficiency 
between Run 1 
and Run 2.

arXiv:  1707.01632



TAUP 2017 - Results from SuperCDMS Soudan - Jodi Cooley

CDMSlite:  Run 2 Data

23

- Same iZIP was used, IT5Z2 – 0.6 kg

- 70 kg-days of data taken between Feb - Nov 
2014.

- Two data periods 59.32 kg-days and 
10.78 kg-days

Improvements Over First Run

� Operational improvements
� Mitigate transient detector 

leakage current
� Reduce variation in bias potential 

by improving electronics board: 
clean, seal again humidity, place in 
N2 gas.

� Install vibration sensors on 
cryocooler to monitor low-
frequency (LF) noise

� Analysis improvements
� Better energy calibration
� Better LF noise rejection

� Lower threshold
� New radial fiducial volume cut

2015/09/08 Pepin - TAUP 2015 5

100

- Analysis improvements lead to better 
energy calibration, low frequency 
noise rejection and improved fiducial 
volume.

- Improvements over Run 1

- Mitigate transient detector leakage 
current

- Improved electronics board reduced 
variation in bias potential

- Vibration sensors installed to monitor 
cryocooler low frequency noise.

Reached energy threshold for electron recoils of 56 eV!
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Run 1 Reminder/Run 2 Details

� First CDMSlite Run in 20132

� Single iZIP detector
� −69 V bias potential
� 6.5 kg-d exposure
� 170 eV Ionization Threshold
� Leading Limits (at the time) for
𝑚𝜒 ≲ 5.5 GeV/c2

� Motivated a second run
� Same detector
� −70 V bias potential
� February–November  2014

(70.10 kg-d)
� Warm-up to room temperature in 

August for cryogenic maintenance
� Period 1/2 for before/after warm-up

(59.32/10.78 kg-d)
� Several other improvements

2015/09/08 Pepin - TAUP 2015 4

2 R. Agnese et al. (SuperCDMS collaboration)
Phys. Rev. Lett. 112, 04130

- Proof of Principle
- Data were taken during three 

periods in 2012 
- 6.25 kg-days exposure

- One iZIP was used,  
(IT5Z2 – 0.6 kg)

- Selected for its low trigger 
threshold and low leakage 
current 

- 170 eV ionization threshold

PRL 112, 041302, 2014


