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Reinterpretation: interpreting an existing experimental result in the context of an alternative BSM physics 
scenario 

original analysis (w.r.t model A) original analysis (recast to model B)
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Signal Region Signal Region

The need for reinterpretation is driven mainly by
• cost of creating a new, dedicated analysis for a new model vs re-use of old analysis
• relative scarcity of experimental results vs relative abundance of theoretical ideas



Reinterpretation/RECAST:  running new signal samples through analysis, compare to stored data, 
background estimates

Data and Backgrounds are recorded including detector effects. Two approaches to compare to a new 
signal.
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background estimates

Data and Backgrounds are recorded including detector effects. Two approaches to compare to a new 
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Reinterpretation/RECAST:  running new signal samples through analysis, compare to stored data, 
background estimates

Data and Backgrounds are recorded including detector effects. Two approaches to compare to a new 
signal.

both approaches need an implementation of the analysis logic:
• object definitions
• event selection
• statistical analysis

various tools provide infrastructure to cover all or part of the logic

1) unfolded reinterpretation 2) folded reinterpretation

• Rivet
• MadAnalysis
• homegrown HepMC based analysis

• original analysis by experiment
• CheckMate
• Rivet (with BSM smearing)
• custom Delphes based analysis
• homegrown toy detectors / 

approximations



Reinterpretation/RECAST:  running new signal samples through analysis, compare to stored data, 
background estimates

Data and Backgrounds are recorded including detector effects. Two approaches to compare to a new 
signal.

For exotic analyses, unfolded reinterpretations can be difficult. Detector effects are important and 
non-regular. Not easily described e.g. by a simple convolution; unfolding works best in high-
statistics regions, where folding matrix can be learnt/inverted well.

1) unfolded reinterpretation 2) folded reinterpretation

• Rivet
• MadAnalysis
• homegrown HepMC based analysis

• original analysis by experiment
• CheckMate
• Rivet (with BSM smearing)
• custom Delphes based analysis
• homegrown toy detectors / 

approximations



It’s the difference between if you had airplanes 
where you threw away an airplane after every flight, 
versus you could reuse them multiple times.

— Elon Musk

How do we ensure, that we can efficiently perform 
(folded) reinterpretation?



Two solutions serving slightly different purposes

1. Experiments provide extensive information about analysis details to phenomenologists
• allows phenomenologists to quickly check a new model.

• e.g. help you to code your own Delphes/CheckMate/Rivet BSM analysis…
• broadly asses interesting parameter space regions
• after information is public (e.g. on HepData) reinterpretation activity independent of experiment

2. Experiments preserve analyses in full fidelity internally. Re-interpret on-demand for models that 
are deemed sufficiently promising.

• reinterpretation are run within/by the collaborations, only public after approval
• produces an publication-quality, official result by the experiments (“gold standard”)
• computationally more involved: e.g. need to run full experiment detector simulation

“Official”  reinterpretations (à la 2.) are already being performed, but very manual process. Need to find 
people that know how to run the analysis, have time to run it, etc. For Exotics analyses (e.g. LLP) often a 
problem, because teams are small.

There is a need for a system that is able to preserve analyses once (at publication time) and re-executes it 
independent of the original collaboration members.



Examples of ‘official’ reinterpretations in ATLAS

19-D(!) pMSSM reinterpretation

5-D scan of EWKH sector with help from STA

3-D recast for General Gauge Mediated SUSY Models

arXiv:1508.06608

arXiv:1608.00872

ATLAS-CONF-2016-033



RECAST

RECAST is a service that aims to provide the necessary infrastructure for LHC experiments to archive and re-
execute their analyses as they were originally designed, without simplifications or approximations. Designed 
to handle scale and complexity of real-world analyses

Idea:
• Allow hep-ph community to suggest reinterpretations through a standard (web) interface. They 

provide most interesting points / scans to do. Auxiliary information such as run cards, SLHA 
spectra, UFO models

• LHC collaborations review suggestions and choose which to fulfill (based on scale of request, 
availability of a preserved analysis, physics case)

• Use archived analysis to (semi-) automatically run reinterpretation. Review results, approve 
(possibly on accelerated track, since analysis already approved).

• Publish and/or append original analysis HEPDATA record.
• Allows us to decouple original publication from reinterpretations. Publish early using 

benchmark signals, continuously re-interpret as samples become available
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RECAST Infrastructure Overview:

Frontend: public-facing web-service (+ API). Let’s e.g. phenomenologists register interest in reinterpretations 
for specific published analyses. Allows them to provide auxiliary data (SLHA spectrum files, generator run 
cards, etc..).

Control Center: collaboration-internal web-service (+ API) to inspect incoming requests, compare against 
catalogue of archived analysis, allows submission to backend to actually perform reinterpretation. Can push 
“RECAST response” back to frontend.

Backend Cluster: distributed compute resource running on CERN OpenStack infrastructure to execute 
analysis workflows in order to get reinterpreted result
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developed in close cooperation with wider HEP software, data preservation and 
infrastructure efforts, such as CERN Analysis Preservation, diana-hep



Reinterpretation Recipe:
At publication time:

1. archive data + background estimates in fully reduced form, i.e. as histograms (pure HistFactory) or 
small ntuples (HistFitter). No need to store large upstream background datasets.

2. preserve original analysis pipeline (at least such that we can run new signal sample). Not 
necessary to preserve ability to re-derive background estimates

Later:
1. Generate new signal dataset with same/compatible settings as original analysis (simulation, 

reconstruction, etc…)
after sanity checks, e.g. DM abundance, cross-section, H mass, approx. SR acceptance)

2. Run dataset through original analysis pipeline, compare/fit against archived data and 
backgrounds.
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Reinterpretation Recipe:
At publication time:

1. archive data + background estimates in fully reduced form, i.e. as histograms (pure HistFactory) or 
small ntuples (HistFitter)

2. preserve original analysis pipeline (at least such that we can run new signal sample). Not 
necessary to preserve ability to rederive background estimates

Later:
1. Generate new signal dataset with same/compatible settings as original analysis (simulation, 

reconstruction, etc…)
after sanity checks, e.g. DM abundance, cross-section, H mass, approx. SR acceptance)

2. Run dataset through original analysis pipeline, compare/fit against archived data and 
backgrounds.

OK
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Easy Hard?

RECAST
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It’s the difference between if you had airplanes 
where you threw away an airplane after every flight, 
versus you could reuse them multiple times.

— Elon Musk

Preserving Analyses for RECAST



Analysis Preservation: two-step process
Modern LHC experiment analysis:

• Multiple steps/code-bases, possibly developed by independent teams, with differing software requirements. 
Example: one team developing the event selection, another team developing the statistical analysis

Need to capture:

1.Individual processing steps  
 
 
 

2.How to connect these steps

Goal: capture all this with least amount of work for analysis teams, preferably while 
analysis is being developed.  Should not take make than a few days

• code bases
• software environments
• identify binaries, scripts in code base
• templates how to run binaries (semantic description of arguments, naming etc..) 
• description of step output, what are the relevant data fragments

• How to wire individual steps together
• What outputs of which steps, are used as inputs for other steps, …
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Technical Solution:

Preserve Software using industry standard Linux Containers (Docker)
• industry backed (Google, Amazon, …) solution for reproducible software 

environments. Like a VM, but boots in milliseconds.
• complete freedom for analysis team on software choices. Makes no assumption on 

how experiments run analysis code.

• can capture conveniently by analysis team:

lxplus> docker run …  #start snapshot session
container> svn co …
container> make …
lxplus> docker commit … #save snapshot of workdir

H
o
s
t

HEP software  
ASG releases, 

LCG releases etc

User 
Code

Base OS 
system 

libs

Docker Image. Think: executable filesystem snapshot 
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Technical Solution:

Workflow (i.e. logic which steps to run in which order: CxAODMaker → Reader→ Fit)

• in easy to write / read text based format (YAML)
• generic workflow language “yadage” based on graphs. No assumption on how you 

run your analysis. Should be able to accommodate your workflows.
• integrated into CERN Analysis Preservation. 
• re-run workflow using tool that interprets info stored in CAP

eventsel.yml

fit.yml

docker img

docker img

workflow.yml

sunje@cern.ch

Workflow Measurements

Analysis 1COLLABORATION

Analyses Analysis 1Collaboration

Lorem ipsum dolor sit amet, consectetur adipiscing elit. Integer nec odio. Praesent libero. Sed cursus ante dapibus diam. Sed nisi. Nulla quis sem at nibh 
elementum imperdiet. Duis sagittis ipsum. Praesent mauris. Fusce nec tellus sed augue semper porta. Mauris massa. Vestibulum lacinia arcu eget nulla. Class 
aptent taciti sociosqu ad litora torquent per conubia nostra, per inceptos himenaeos. Curabitur sodales ligula in libero. Sed dignissim lacinia nunc. 

1 Publication 23 Files 2 Contributors

John Doe CMS

Mary Smith CMS

Lorem ipsum dolor sit amet, consectetur 
adipiscing elit. Integer nec odio. 
Praesent libero.
Vestibulum lacinia arcu eget nulla. Class 
aptent taciti sociosq.

Overview Publications Files Workflow Measurements Contributers ReCASTs

Model 1

P.D.F. 

Figure 1 Plot 

Lorem ipsum dolor sit amet, consectetur adipiscing 
elit. Integer nec odio. Praesent libero.

Eur.Phys.J. C76 (2016) 451, 2016
DOI 10.1140/epjc/s10052-016-4286-3

Create new analysis

Team | Contact | Contribute | Source Code

Copyright 2016 CERN, Created & Hosted by CERN, Powered by Invenio Software

import analysis 
workflow
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Technical Solution:

Thanks to generality of framework, equally applicable to non-experiment analysis 
(pheno implementation).

Example courtesy of Giovanna Cottin. Reinterpretation code of arXiv:1606.03099

Workflow: 

1. prepare Pythia steering file based on SLHA file
2. run Pythia with custom toy ATLAS detector to using steering file  

outputs: cutflow, signal efficiency

Implemented using same framework as full-fidelity ATLAS analysis

github:lukasheinrich/displaceddemo

https://github.com/lukasheinrich/displaceddemo
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It’s the difference between if you had airplanes 
where you threw away an airplane after every flight, 
versus you could reuse them multiple times.

— Elon Musk

Using RECAST
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Case Study: Multi B-jets analysis
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It’s the difference between if you had airplanes 
where you threw away an airplane after every flight, 
versus you could reuse them multiple times.

— Elon Musk

How to proceed
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The technical problem is largely solved. Able to run large and complex analysis 
pipelines on scalable computational resources ( e.g. 500-1000 CPUs)

Work involved to preserve analysis ~couple of days. Expected to decrease as people 
become familiar, design analysis with preservation / re-usability in mind

In the next months, we’ll focus on getting as many analyses within and outside of the 
LHC experiments into the framework.

Organizing effort within ATLAS, but happy to work with teams in CMS to get e.g. 
comparable analysis that look at similar scenarios as ATLAS
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Prompt Searches (e.g. standard SUSY searches) are also obvious targets for RECAST 
and have very wide-applicability. Majority of searches in RECAST will likely be prompt.

Interesting scenarios:

• Reinterpret prompt searches for LLP scenarios to asses where exactly sensitivity 
end

• Identify multiple LLP searches that are mutually sensitive to their respective 
signals. Re-use already generated signal datasets and interpret them for another 
analysis

• Compile a library of custom phono-based codes (such as Giovanna’s) associated 
to published LHC experiments and preserve them such that they are re-usable 
more widely



It’s the difference between if you had airplanes 
where you threw away an airplane after every flight, 
versus you could reuse them multiple times.

— Elon Musk

Summary

Full analysis preservation / re-execution has traditionally been hard for LHC 
experiments. 

In recent years, specific technological innovations have make it actually 
feasible.

RECAST infrastructure has been used internally by ATLAS for a number of 
public results. Ramping up efforts to include more analyses..

LLP scenarios are important use-cases, since full detector simulation is 
needed, custom reconstructions / object by experiment.



It’s the difference between if you had airplanes 
where you threw away an airplane after every flight, 
versus you could reuse them multiple times.

— Elon Musk

Backend



Case Study: Multi B-jets analysis
Defining the individual Workflow steps

- need script that tell us how to run the code once we are in the right environment. parametrized by a few 
variables (input file names etc)

- can use simple shell script, but also anything else

direct SH Driver reads signal dataset (a SUSY10 derivation) 
 via XrootD writes out HistFitter tree

lumi/xsec/KF/FE weighting of HF tree

Run HF

Extract Results into JSON format31



Case Study: Multi B-jets analysis
Stringing the workflow together

- small file on how the individual pieces fit together.
- Here: dataset, AMI info file etc provided as input parameters, define EOS location of signal and 

background trees, declare that signal histfitter tree comes from previous selection step etc

data and background trees 
archived in access-controlled 

location

take signal HF tree from 
previous step
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