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New LHCf detectors for 13 TeV runs

2017 JINST 12 P03023
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Figure 1. The longitudinal structure of the LHCf calorimeters. In both figures, grey and light blue parts
represent tungsten and GSO-plate layers, respectively. The GSO-bar hodoscope for Arm1 and the silicon strip
detector for Arm2 were shown in red and orange, respectively. Particles enter from the left side of each figure.

(a) Arm1 (b) Arm2

Figure 2. The pictures of Arm1 and Arm2 detectors. Side panels and readout cables were not attached in
these figures for the appearance. The Arm2 detector is lying sideways.
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• Sampling layers 
• EJ-260 is replaced with GSO  
• 3mm (EJ-260) -> 1mm (GSO) 

• Position sensitive layers 
• Arm1 

• SciFi is replaced with  GSO-bar 
hodoscope 

• Arm2  
• Longitudinal configuration is 

changed 
• Grounding for not-used strips
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New LHCf detectors for 13 TeV runs
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Performances of the new LHCf detectors
2017 JINST 12 P03023
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Figure 12. Energy dependence of the energy resolution of the Arm1 detector for data (filled circles) and MC
(open circles, shifted horizontally by 5 GeV). The events in a 4(8) mm ⇥ 4(8) mm square around the center
of the 20(40) mm calorimeter tower were selected.
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(b) 32 mm

Figure 13. Energy dependence of the energy resolution of the Arm2 detector for data (filled circles) and
MC (open circles, shifted horizontally by 5 GeV). The events in a 5(10) mm ⇥ 5(10) mm square around the
center of the 25(32) mm calorimeter tower were selected.

The correction was tested by checking the position dependence of S for each calorimeter. Data
with 150 and 200 GeV electron beams were used for this study of Arm1 and Arm2, respectively.
The uniformity of calorimeter responses before and after correction is demonstrated in figure 14
and 15 for Arm1 and Arm2, respectively.
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Figure 13. Energy dependence of the energy resolution of the Arm2 detector for data (filled circles) and
MC (open circles, shifted horizontally by 5 GeV). The events in a 5(10) mm ⇥ 5(10) mm square around the
center of the 25(32) mm calorimeter tower were selected.

The correction was tested by checking the position dependence of S for each calorimeter. Data
with 150 and 200 GeV electron beams were used for this study of Arm1 and Arm2, respectively.
The uniformity of calorimeter responses before and after correction is demonstrated in figure 14
and 15 for Arm1 and Arm2, respectively.
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Energy resolutions 

Arm1 20 mm cal. Arm2 25 mm cal.

Energy resolution is 2 % for 200GeV elections (@SPS) 
-> ~5 % at LHC
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(b) 20 mm 2nd layer
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(d) 40 mm 2nd layer

Figure 18. Position resolution of the GSO-bar hodoscope layers depending on the incident electron beam
energies. Black and white markers represent data and simulation results, respectively. Events within a
2(4) mm square around the center of the calorimeter were selected for the 20(40) mm calorimeter tower.

dependence of the calorimeter was reduced below the level of 1% after using the correction maps
generated from MC simulations. The linearity of the detector response to the beam energy has been
measured to be better than 0.5% for both Arm1 and Arm2 in the energy range between 100 and
250 GeV. After the calibration, we confirm that the detectors meet all the requirements of the LHCf
experiment for proton-proton collisions at 13 TeV.
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Performances of the new LHCf detectors
Position resolutions 

Arm1 40 mm cal. 2nd layer

Position resolutions are <200µm for Arm1 and 50µm for Arm2 (@ SPS).

2008 JINST 3 S08006

 / ndf 2χ  29.64 / 15
Prob   0.01328
Constant  18.0± 508.7 
Mean      0.001311± 0.003537 
Sigma     0.00112± 0.04861 

 (mm)ADAMO-XARM2X
-1 -0.5 0 0.5 10

100

200

300

400

500

 / ndf 2χ  29.64 / 15
Prob   0.01328
Constant  18.0± 508.7 
Mean      0.001311± 0.003537 
Sigma     0.00112± 0.04861 

mµ = 49 σ

ARM2-ADAMO Residuals

Figure 4.13: Position resolution of the silicon strip sensor in detector 2. Distribution of the dif-
ferences between the measured positions of the shower centers of 200 GeV electrons at 6 X0 inside
the calorimeter and the impact points extrapolated at the same depth by using the ADAMO tracker.

Figure 4.13 shows the distribution of the differences between the measured positions of the
shower centers on the LHCf silicon layer located at 6 X0 inside the calorimeter and the impact
points extrapolated at the same depth by using the ADAMO tracker. A data set of 200 GeV elec-
trons events has been used for this analysis. Because the ADAMO system has an intrinsic spatial
resolution of a few µm for minimum ionizing particles, the width of this distribution is dominated
in good approximation by the LHCf silicon spatial resolution. These first results show therefore
that the center of a 200 GeV e.m. shower can be reconstructed on the silicon layer located at 6 X0

inside the calorimeter with a spatial resolution of about 50 µm.

4.2.4 Demonstration of p0 mass reconstruction capability

To demonstrate the capability of the LHCf detectors for p0 mass reconstruction, an experiment
was performed at the SPS H4 test beam with detector 1. To produce p0’s, a carbon target of 60 mm
thickness was placed 10 m in front of the detector and the target was exposed to a 350 GeV proton
beam. With this geometry and energy, we can expect typically 20 GeV g-ray pairs entering in the
calorimeters. The PMTs were operated at 800 V. With this voltage the gain is 40 times higher than
the gain at the nominal voltage of 450 V. To trigger on gamma-ray pairs, the trigger logic was set
so that both calorimeters were required to have signals corresponding to more than 40–80 MIPS in

– 29 –
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Big efforts from Alessio
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Installation to LHC tunnel
Successful installation to the LHCf tunnel in Nov. 2014

A photo of the LHCf installation team at TAN
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LHCf dedicated run in p-p √s=13TeV @ LHC

• LHCf run #44299-44472 from LHC Fill #3855  
• Only the runs with μ=0.01 are used for the photon analysis  
‣Pile-up probability for LHCf is 0.3 % 
‣ Integrated luminosity is 0.19 nb-1(eq. 1.5x107 inelastic collisions)
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Photos…During LHCf runs After the runs

Dedicated beam condition

Quick checks

First pi0 peak!
-> then improved
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Photon analysis procedure 
I don't discuss the details of the photon analysis today…

• Almost same procedure except for multi-hit and unfolding  
• Unfolding is newly introduced in photon analysis  

• To avoid full detector simulation for each model 
• Easy to add another model  
• Good for non-LHCf people   

• Situation of multi-hit (MH) becomes serious (i.e. 4% of TRG 
events for Arm1 20mm cal.), thus 
• Our new strategy is 1. Identify MH events properly, 2. Cut MH 

events, 3. Model-dependent correction of MH contribution 
inside Unfolding 

• Luminosity measurement is very precise (1.9%), so added into 
the uncertainties of the spectrum (not true in 900 GeV and 7 TeV)

but, what are different from 7 TeV photon analysis? 
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Arm1-Arm2 combined 
inclusive photon spectra 

in η-ranges :  
η>10.94 & 8.99>η>8.81
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4.5.6 Overall

All contribution of the systematic uncertainties of the Arm1 detector is summarized

in Fig. 4.32. The largest contribution is the energy scale, while it becomes compatible

with the uncertainty arising from the multi-hit correction in upper side of the lower

energy regions. The total systematic error is calculated by adding each component

quadratically, and it becomes larger as energy increases. At the highest energy bin,

the contribution from the energy scale dominates the others.

4.6 Forward photon spectra and comparison with

MC predictions

4.6.1 Combining the photon spectra

Before comparing the unfolded photon spectra with the MC predictions, we combine

the Arm1 spectra with those of Arm2 which are analyzed independently. By compar-

ing both of the spectra, they show good agreement within the estimated systematic

errors as shown in Fig. 4.33. The di↵erence of the two spectra is 10% level at max-

imum except for very-high energy region. We combine those of spectra taking into

account the associated systematic uncertainties and their correlations. We follow the

spectrum-combine method studied in the previous works [27]. The Arm1 and Arm2

spectra have been combined following the “pull-method”[60] and the combined spec-

tra have been accordingly obtained by minimizing the value of the chi-square function

defined as�

�
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where the index i represents the energy bin number running from 1 to the total

number of bins, n, Nmeasured

a,i

and N

combined

i

are the number of events of measured

and combined spectra, respectively, and �

a,i

is the uncertainty of the Arm-a spectra

calculated by quadratically adding the statistical uncertainties. The S

a,i

denotes the

systematic correction to the number of events in the ith bin of Arm-a,
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✏
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. (4.7)

The coe�cient f

j

a,i

is the systematic shift of the i-th bin content due to the j-th

systematic uncertainty term. The four systematic uncertainties for energy scale, PID

correction, beam center, multi-hit selection are assumed fully uncorrelated between the

Arm1 and Arm2 detectors. Arm1-Arm2 correlated uncertainties, multi-hit correction

91

Spectra combine (“pull method” same as 7 TeV pi-zero)

η>10.94 8.99>η>8.81

Arm1-Arm2 uncorrelated & bin-by-bin 
components only

Shown errors 
are only 

 Arm1-Arm2 
uncorrelated

χ2/d.o.f. = 1.6 for η>10.94 
χ2/d.o.f. = 1.6 for 8.99>η>8.81

(Energy scale, PID correction, beam center, multi-hit performance)

penalty term depending on S
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Ratios of Arm1/Arm2 to the combined spectra

• Arm1 and Arm2 are consistent within the uncertainties  
• Spectrum combining seems to work correctly 
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√s=13 TeV LHCf inclusive photon spectra

• MC predictions calculated by CRMC (v1.6 / v1.5.xx) 
• Background  

• 1%-level-correction of beam gas background (estimated by non-crossing bunches) 
• Beam pipe background is negligible (<1%, estimated by QGSJETII-04 DoubleArm simulations)

8.99>η>8.81η>10.94

(Stat.+Sys.)
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LHCf Collaboration / Physics Letters B 703 (2011) 128–134 133

Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are

p-p √s=7 TeV, single photon spectra
Before going to the detailed comparison with the models, just for remind…

Many models 
 predicts more in low-E

Basically, no models (but only pre-LHC ones) reproduce LHCf results
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√s=13 TeV LHCf inclusive photon spectra

-> Ratio plots in the next slides
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p-p √s=13 TeV, Inclusive photon spectra
8.99>η>8.81η>10.94

• PYHTIA8.212  
‣ Good agreement with LHCf up to 3000 GeV 
‣ Harder spectral shape above 3000 GeV (should be connected with diffractive events) 

• DPMJET3.06 
‣ Too much, Too hard

(Stat.+Sys.)
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p-p √s=13 TeV, Inclusive photon spectra
8.99>η>8.81η>10.94

(Stat.+Sys.)

• SIBYLL2.3 
‣ Agree with LHCf only in low energy region of 8.99>η> 8.81 
‣ Particular η-dependence of the spectral shape 

• QGSJETII-04 
‣ The softest spectra among models, and shortage in 8.99>η>8.81 

• EPOS-LHC 
‣ Ratio to LHCf is constantly (even in higher energy ) good among the models 

Even “post-LHC” models are 
not able to reproduce LHCf
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Now available on arXiv

-> PLB submitted
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Arm1 photon analysis  
with large η-acceptance 

Energy spectrum (dσ/dE) 
& 

Energy flow (dE/dη)
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• 9.22>η>8.99,  8.81>η>8.66,  8.66>η>8.52 

‣Same procedure as well as in 8.99>η>8.81 

‣η dependence of spectral shape / energy flow 

• Analysis of lower η region is important from the 
point view of energy flow  
‣Peak of the energy flow distribution locates 
η=7-8

Particular  
η-dependence 
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η>8.52, photon energy spectra

Energy [GeV]
1000 2000 3000 4000 5000 6000

]-1
dN

/d
E 

[G
eV

in
el

1/
N

9−10

8−10

7−10

6−10

5−10
LHCf Arm1
EPOS-LHC
EPOS1.99
QGSJETII-04
QGSJETII-03
SIBYLL2.3
SIBYLL2.1

η>10.94 9.22>η>8.99 8.99>η>8.81 8.81>η>8.66 8.66>η>8.52

Energy [GeV]
1000 2000 3000 4000

M
C

/D
at

a

0

0.5

1

1.5

2

2.5
EPOS-LHC

EPOS1.99

QGSJETII-04

QGSJETII-03

SIBYLL2.3

SIBYLL2.1

• 8.81>η>8.66 (right figure) 
• SIBYLL2.3 / QGSJETII-04 are 

harder / softer  
• EPOS-LHC is able to reproduce LHCf 

almost within the estimated errors 
• Four regions in 9.22>η>8.52 

• How about the η-dependence of the 
spectra?

Arm1-2Arm1 
only

Arm1 
only

Arm1 
onlyArm1-2
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QGSJETII-04 EPOS-LHC

LHCf Arm1

SIBYLL2.3

η dependence of the spectral shapes

• Observed result shows the largest η 
dependence  
‣MC shows small dependence in higher 

energy regions 
‣Contribution of semi-hard process?? 

• Particular feature of SIBYLL2.3 is disfavored 

Statistical 
 errors only
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than those of EPOS1.99 and QGSJETII-03, respectively. Especially, the agreement

of EPOS with data improves for all four ⌘ regions shown in Fig. 5.4. This trend is

not true for SIBYLL. SIBYLL2.3 increases photon yield at the low energy region in

9.22> ⌘ >8.99, while no significant di↵erence can be observed in low energy for other

three regions. SIBYLL2.1 exceeds the photon yields of SIBYLL2.3 in the mid-energy

regions for all ⌘ regions.

Figure 5.5 shows the ⌘ dependence of the spectral shape at 9.22 > ⌘ > 8.52. Each

spectrum is normalized to the one at 9.22 > ⌘ > 8.99. As is expected, softer spectra

are observed as ⌘ decreases as shown in Fig. 5.5(a). The measured data has a large

⌘ dependence of the spectral shape than any other model predictions, even though

similar ⌘ dependence can be observed in QGSJETII-04 (Fig. 5.5(b)) and EPOS-LHC

(Fig. 5.5(c)). SIBYLL2.3 has a particular feature, which is the weakest ⌘ dependence

above 2000 GeV, among three of the model predictions as shown in Fig. 5.5(d).

The behavior of SIBYLL2.3 at high x

F

and high transverse momentum is already

understood in Fig. 5.2, but the experimental data disfavors the trend clearly.

5.1.3 Energy flow calculation

Forward photon energy flow of the i-th bin, Y
i

[GeV/�⌘], is calculated by the in-

tegration of the photon spectrum measured in the certain ⌘ range, �⌘. Y

i

is given

by

Y

i

=
1

�⌘

X

j

E

j

F (E
j

) w
j

, (5.1)

where j denotes the bin number of the �-acceptance-corrected energy spectrum F (E
j

),

and E

j

and w

j

are the center energy and the width of the j-th bin. In the case of the

region including zero-degree, the upper limit of pseudorapidity is set as 13 in order

to avoid �⌘ of infinity, thus �⌘=13 - 10.94 is this case.

The energy dependence of the contribution to the total energy flow is shown

in Fig. 5.6 by multiplying the energy to the measured spectra. The geometrical

acceptance of each photon spectrum is corrected in Fig. 5.6. Each distribution has

their peak in low energy, around 400–600 GeV for 8.66> ⌘ >8.52, and the contribution

from the energy greater than 2000 GeV is relatively negligible. There is a clear trend

that the contribution of the high energy photon becomes smaller as the pseudorapidity

⌘ goes smaller. Since the peak of the energy flow is expected to be around ⌘ =7–8,

the yield of ⌘ > 10.94 is smaller than the other ⌘ regions.

Y

i

is calculated by a simple integration of the spectra which have the energy

thresholds due to the constraints of the experiment as discussed in Sec. 4.1.2. There-

fore, the calculated energy flows miss the contribution below the energy thresholds, of

which fraction depends on ⌘. Performing extrapolations below the threshold energies

101

i :  i-th η region,  j :  bin number,    wj : bin width,   F(Ej) : ⊿φ acceptance-corrected energy spectrum 

Photon energy flow calculation
Energy flow (dE/dη) is calculated by using the obtained inclusive photon spectra,

ExF(E)
• Contribution from low 

energy is important for 
energy flow 
• Largest contribution from 

the energy around 600 
GeV in 8.52>η>9.22 

• Spectral shape at higher 
energy does not effect 
the flow 

• Threshold at 200 GeV 
200

Below 200 GeV
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(b) E�ciency

Figure 5.7: a) Energy flow distributions with or without the energy threshold at
13 TeV collisions. Broken and solid lines correspond to the distributions with or
without the energy threshold. b) E�ciency defined as the fractional energy above
thresholds with respect to the energy without the threshold.

Table 5.1: E�ciency of the energy flow measurement assuming the energy threshold
of 200 GeV at

p
s =13 TeV. The e�ciency [%] is defined as fractional energy above

the threshold with respect to the energy without the threshold at the certain region.

⌘ range QGSJETII-04 EPOS-LHC SIBYLL2.3
⌘ >10.94 98.1 98.0 96.4

9.22> ⌘ >8.99 93.9 95.0 96.4
8.99> ⌘ >8.81 92.2 93.7 95.5
8.81> ⌘ >8.66 90.5 92.3 94.6
8.66> ⌘ >8.52 88.8 90.7 93.6

of the spectra could be useful to obtain the experimental bias-free results, however,

it becomes model-dependent.

Figure 5.7(a) shows the energy flow distributions with or without the energy

threshold at
p
s =13 TeV. The e�ciency can be defined as the fractional energy above

thresholds with respect to the energy without the threshold. The ⌘ dependence of

the e�ciencies for each model are shown in Fig. 5.7(b). The e�ciencies dramatically

decrease in lower ⌘ region, while two distributions are getting closer to each other in

the higher ⌘ region for all three models. According to the obtained results in Fig. 5.7,

we can evaluate the model-dependent e�ciencies for each rapidity region. Within the

range used in the study, ⌘ > 8.52, each interaction model predicts high e�ciency,

roughly 90 % with the energy threshold of 200 GeV, x
F

=0.031. Model-dependent

e�ciencies at each rapidity region are summarized in Tab. 5.1. The factors to correct

106

Low energy contribution and correction

• Basically contribution from 
<200GeV photons are small 

• Model-dependent correction  
• Average values among the 

models are used as the 
correction factors 

• Bracketed band by the model 
predictions are used as the 
uncertainty of the low-energy 
correction

Fractions [%] of energy flow with >200GeV photons to the total
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η-dependence of the photon energy flow 
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LHCf preliminary

• Around peak, 9.22>η>8.52 
• EPOS-LHC, SIBYLL2.3 

agree with LHCf 
• QGSJETII-04 predicts 30% 

smaller flow  

• Zero-degree, η>10.94 
• No model reproduce LHCf  
• Influence seems small



30

Electromagnetic energy spectrum by CASTOR
10 References
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Figure 8: Normalized electromagnetic energy spectrum in the acceptance of �6.6 < h < �5.2
for events with xSD > 10�6. The left panel shows the data compared to different cosmic ray
motivated models, the right panel to variations of PYTHIA8 and HERWIG++ 2.7.
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Figure 9: Normalized hadronic energy spectrum in the acceptance of �6.6 < h < �5.2 for
events with xSD > 10�6. The left panel shows the data compared to different cosmic ray moti-
vated models, the right panel to to variations of PYTHIA8 and HERWIG++ 2.7.
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？

Different model colors…

Good agreement with  
EPOS-LHC at low energy region
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Summary 1/2
• Inclusive photon spectra at η>10.94 and 8.99>η>8.81 

• Our first √s=13 TeV result!!! 
• Unfolded technique is introduced in photon analysis  
• Arm1-Arm2 combined results 
• Systematic uncertainties  

• Energy scale and unfolding dominate the uncertainty  
• Uncertainty arising from luminosity (1.9%) is also taken into account  

• Comparison with interaction models including “post-LHC” 
• Even post-LHC models (EPOS-LHC, QGSJETII-04, and SIBYLL2.3) 

cannot reproduce LHCf results 
• …But, EPOS-LHC seems better among the models 
• Diffractive / non-diffractive separation could be helpful for model 

improvements 
• Submitted to PLB in last month 
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Summary 2/2
• Analysis at 9.22>η>8.99, 8.81>η>8.66, and 8.66>η>8.52  with only 

Arm1  
• Energy spectrum analysis  

• η-dependence of SIBYLL2.3 is disfavored by our result 
• Energy flow analysis 

• First attempt for photon analysis 
• 30% smaller flow by QGSJETII-04 
• EPOS-LHC and SIBYLL2.3 are good agreement with Arm1 

• (But SIBYLL2.3 is disfavored from the point view of spectral shape) 

• Regarding to the photon production within LHCf acceptance, EPOS-
LHC is the best 

• What are remained for further photon analysis? 
• Diffraction/non-diffractive energy spectra? => on going 
• Full acceptance photon analysis? 
• or π0 analysis?
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• 85%以上の検出効率を達成 
• 高エネルギーになると検出効率が改善 (π0イベントの割合増加による) 
• DataとMCの検出効率は4 %以内で一致 
‣ Multi-hit選別の系統誤差として考慮 
‣スペクトルへの影響は各エネルギーでのMulti-hitの割合も考慮して、
およそ2000GeVで<1%, 3% @ 3000GeV 

Multi-hit detection efficiencies
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Figure 4.26: The three photon spectra calculated with the di↵erent criteria for the
PID correction having e�ciencies of 85 %, 90 %, and 95 % in a) 10.94 > ⌘ and b)
8.99 > ⌘ > 8.81. Here shown the ratios normalized to the one with 90 % e�ciency
which is the standard criteria.
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(b) 8.99 > ⌘ > 8.81

Figure 4.27: The ratios of the reconstructed events of the multi-hits to the single-
hit of for a) ⌘ > 10.94 and b) 8.99 > ⌘ > 8.81. The ratios here are calculated
from the measured data in the photon dataset. Horizontal axis denotes the energy
reconstructed as a single photon.
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Multi-hit identification
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• Multi-hit efficiency above ~85% with 
“artificial” multi-hit event samples  

• Good efficiency in high energy  
• pi0 events dominate the multi-hit 

events 
• pi0 events (type-II) are easy to be 

identified due to the opening angle   
• Agreement between data and MC 

within 4 % 
‣Considered as systematics of multi-

hit selection  
‣Systematics are calculated by 

multiplying observed fraction of MH 
to the difference of efficiencies 
‣Resulting in <1% at 2 TeV, 3 % at 3 

TeV 
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• Clear pi0 peak, and even η in 13 TeV data

• Variation of pi0 peak 
• Within ±1 % during Fill 

3855 
• Our measurement (Arm1/

Arm2) was stable for the 
photon dataset
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Figure 5.11: Estimated systeamtic uncertainties in each ⌘ region.

energy flow distribution free from the bias of the experiment, the contributions of

photons below the energy threshold was corrected at each ⌘ range by using a model-

dependent approach. The fractions of lower energy photons to the whole energy

flow calculated by three models, QGSJETII-04, EPOS-LHC, and SIBYLL2.3 were

averaged to assign the correction factors to each ⌘ regions. The model values were

summarized in Tab. 5.1 previously. The di↵erences from the average of the models

were considered as the systematic uncertainty of the correction and added quadrat-

ically on the existing systematic errors. 5–10% of the energy flows, depending on ⌘

regions, were compensated by the correction for 8.99 > ⌘ > 8.52, while the factor was

2.5 % for ⌘ > 10.94.

The obtained, bias-free, ⌘ dependence of the photon energy flow in p–p 13 TeV

is shown in Fig. 5.12. The peaks of the energy flows slightly shifted toward smaller

⌘ comparing to Fig. 5.10, because the contribution of lower energy photons of the

energy flow increases in small ⌘. As well as the analysis with the energy threshold

as shown in Fig. 5.10, the predictions of EPOS-LHC and SIBYLL2.3 were consistent

with the obtained data results at 9.22 > ⌘ > 8.52. No models were consistent with

the data at the highest ⌘ bin, 13 > ⌘ > 10.94. The data results indicate that the

photon energy flow by QGSJETII-04 was smaller in all measured ⌘ regions. The lack

of the photon energy-flow of QGSJETII-04 is a level of 30%. The corrected results

and the model predictions are summarized in Tab. 5.3.

Total photon energy-flows at 13 TeV collisions,
R1
0

dE

photon

d⌘

d⌘, of QGSJETII-04,

EPOS-LHC, and SIBYLL2.3 are 1083.6, 1191.2, and 1030.4 GeV, respectively.

QGSJETII-04, EPOS-LHC, and SIBYLL2.3 predict deeper air-shower develop-

ment in this order as shown in Fig. 1.7.

108

Systematic uncertainties of the energy 
flow measurement 
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• Estimated by the spectra 
with ±3.4%-shifted 
energy scales for Arm1 
• 3.4% is based on the 

SPS test 
• Consistent with pi0 

mass shift seen in the 
LHC ( -3.5% for Arm1 & 
-1.6% for Arm2 ) 

• One of the largest 
contribution 

• (Lines are crossing at low 
energy)
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• PID cut and the 
correction with 
satisfying efficiencies of 
85% and 95% instead of 
the standard 90%
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• Calculated by the four 
spectra having ±0.3mm 
shifted beam center in 
x/y
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• Calculated from the 
difference of the multi-hit 
detection efficiency of 
data and MC with tanking 
into account of the 
fraction of the multi-hit 
events in each bin 
• MH efficiencies of data 

and MC with the 
artificial MH event 
samples 

• MH fraction derived 
from the data 
reconstruction
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• Estimated from the ratio of 
the unfolded spectra with 
EPOS and QGS training 
• This uncertainty includes 

both unfolding itself and 
MH correction  

• Another large 
contribution of the 
uncertainty  
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Multi-hit identification
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Figure 4.26: The three photon spectra calculated with the di↵erent criteria for the
PID correction having e�ciencies of 85 %, 90 %, and 95 % in a) 10.94 > ⌘ and b)
8.99 > ⌘ > 8.81. Here shown the ratios normalized to the one with 90 % e�ciency
which is the standard criteria.

Reconstructed energy [GeV]
1000 2000 3000 4000 5000 6000

M
ul

ti-
hi

t e
ve

nt
s 

/ S
in

gl
e-

hi
t e

ve
nt

s

0

1

2

3

4

5

(a) ⌘ > 10.94
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(b) 8.99 > ⌘ > 8.81

Figure 4.27: The ratios of the reconstructed events of the multi-hits to the single-
hit of for a) ⌘ > 10.94 and b) 8.99 > ⌘ > 8.81. The ratios here are calculated
from the measured data in the photon dataset. Horizontal axis denotes the energy
reconstructed as a single photon.
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