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General Picture: Muon Upgrades

= ATLAS has the world’s biggest muon spectrometer and can
measure muon pT with a resolution of 10% at 1 TeV

= Upgrades to the muon spectrometer are required to handle
Increased rates and fakes associated with HL-LHC
luminosities~7 x 103*cm—2s71

o Phase-1 Upgrade (2019~2020): New Small Wheel

o Phase-2 Upgrade (2024 ~ 2026): Replace Tracking and Trigger Readout
Electronics

Muon Detectors Tile Calorimeter Liquid Argon Calorimeter

Toroid Magnets Solenoid Magnet SCT Tracker Pixel Detector TRT Tracker



‘ Small Wheel

CSC: Cathode Strip Chambers

* Multi-wire proportional chamber and
segmented cathode strips £ to wires

* Plane resolution ~ 60 yum = Used for
tracking

MDT: Monitored Drift Tubes

12 m \ Big Wheel Outer Wheel
10 | _Barrel outer layer
—_— T T T T T
& 1 Barrel middle layer I
. 5 B D Si aIWhDeel | u
= Problems with the current spectrometer | _esmese
@ endcap “ 5 vy !
= LV1muon triggers rely on the BW TGC — most | — '
muons found at LV1 are fake (~90%) e
= Large hit rate expected at the HL-LHC = low MDT IEnd-capMDTchamber W Barrel MDT chamber  {\End-cap CSC chamber
hit and track segment efficiencies | End-cap TGC chamber ~ mmm Barrel RPC chamber
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New Small Wheel

= Replace the present SW detector with a NSW detector for the
Phase-l upgrade

Q

Filter out fake tracks by reconstructing track vectors in the small wheel and
match to vectors in the Big Wheel

Provide a segment measurement at NSW with an angular resolution of 1
mrad

Phase-2 Replace MDT+TGC with MM+sTGC that can work at 15 kHz/cm?

y .
A
12m Big Wheel

Outer Wheel
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New Small Wheel Technologies

= Micromesh Gaseous Detector, Micromegas (MM)
o Primary precision tracker
o Strips (~0.5mm pitch)
o Position resolution <100 ym
o Redundant triggering

= Small-strip Thin Gap Chamber

o Primary trigger detector (pads/strips) sTGC wedge sTGC wedge -

Combine pads, strips, wires (~3mm pitch) MM P
quadruplets
r \

a
o Angular resolution <1 mrad (strips)
a
0°‘°\ .

Redundant position resolution (strips, wires)

16 layers in total
\_ MM quadruplets

Spacer

~10m

Readout channels:
s MM:~2.1M
* sTGC: 280k (strip) + 46k (pads) +
28k (wires) = 354k
~75 kW for frontend electronics




NSW- MM Technologies

signal [1C / ns]
b
T T

lonization/drift

E 2 mm _ £l .
= Mesh support pillar Resislive Strip
" MicroMegas Signal ...........................
w ‘ j 128 um
107
\ .
10° Insulator Readout strip
(0.4 mm pitch)
———
FE Electronics
o Accurate charge & time
measurement
o Group trigger
o Charge upto 250fC, negative
o Resolution < 0.5 fC at 200pF
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NSW- sTGC Technologies

Current [HA

045

035

015p
|

LLH] o

Trigger
o PAD signal selects strip region
o Selected strips sent for triggering

Tracker
o Combine strips and wires

sTGC Signal

~ lon tail current

Time [usec]

FE Electronics

o 1MHz/channel

Fast processing

DC or AC coupling

Charge 50pC, linear to 2pC
Recovery < 200 ns (<1lpus at
50pC)

a
a
a
a

sTGC

(~8 cmx8 I?:Pn
A

Resistive
e Cathode

Insulator (0.1 mm)

Gtrip (pitch 3,2@

0O 0 0 DO

Capacitance up to 2nF
Resolution < 1fC at 200pF
Fast processing

Signal tail suppression
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‘ NSW Trigger and Readout Electronics

NSW Electronics Trigger & DAQ dataflow

sTGC
ad
s > Pad | wqppe
) = trigger
1yren twin-ax —1 = USA15 from
. 2xGBT Big Wheel
Router | y| Trigger
twin-ax fibre |Processor
on NSW rim | fibre T )% | fibres 3| Sli;::gt_lc‘):r >
MM “ADDC” ,_,//"’ Trigger
/ |___y|processor ."
| —”ﬁb}’/ /
twin-ax n TTC
VMM _ KK oo L
) FELIX
g on-chamber [
sTGC strips: 6or 7 ReadOUt
sTGC pad+wire: 2+1 ASIC \\ eve_nt
\ fib monitor
\ GBT |_— re
ASIC Config | Rx-Tx
SCA | —— n
DCS calib- Confi
: onfig
E-links “L1DDC” ration
trigger
. DCS
Front end boards monitor
LL_MNSW_EmMOvr_vO&
4 custom ASICs: VMM, ROC, , ART

4 custom on-detector boards: L1DDC, ADDC, MM FEB,
2 custom on-rim boards:
2 custom off-detector boards: , MM trigger processor
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 Ta. ASICs VMM

Mixed-signal: ~ 5.2 M transistors

LO: ~ 5.2 M transistors

SETT, SETB } )= CKART :
5 logic — TDS (ToT, TtP, PtT, PtP, 6bADC)
‘I;'T>_l i — CK6B.
- CA shaper peak - L. D1/flag — ‘ -15308um
N P : —» D2
PDO
TDO
Mo Polarity positive/negative
«— CKDT )
| & B oreset Zin 50-75 ohm
¥ ckre - TI(IB/BCR/OCR _
= o Gain 0.5-16mV/Fc
+— ANALOG <=+ SLVS <= VDS bi-dir <+— 1,2V CMOS E SCIE, cs
Peaking 25-200ns
VMM provides amplification, shaping, peak Time
height measurement and timing functionality Shaper Unipolar bipolar
VMM1 (2012): 50 mm? )
VMM?2 (2014): 115 mm?, >5M AE BIHEENE
MOSFETs (>80k/ch.) Time <1lns
~10M MOSFETs (>160k/ch.)
Power 10mW/channel

VMM3a (2017)
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' Ib. ASICs ROC

"
|

I ePLL
1 1 Config
|

|

|

|

|
|
1 | “Analog” part
|
k.
160 MHz oL clock : L CIOCkS
|
|
|
|
J

ROC(readout controller)
responsible for the
precision readout after L1A

=  Control signals

ePLLs

TTC ‘
2 Capture Edlink

BCR/IOCR =
TestPulsa

'I'-S%?'e'ac“ﬁﬁs""""'::::::::'F-g‘;:::::‘ —
Provide BC CLK to VMM, TDS, | : | L"Digital” part
ART; RO CLK to VMM 5 : “ i - 8 VMM inputs
Distribute control signals: : | e Packets processing
LOA/VMMEN, Test Pulse, BCRs i e 4 ROC outputs

|

| |

J

Decode 8 VMM inputs (10b/8b)
Assemble and buffer VMM
packets *
L1 trigger processing
Encoder new packets
Serial output:
640/320/160/80Mpbs

G e - W S S R N RN N S
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| Ic. ASICs TDS

Trigger Data Serializer

0 Pad-TDS: send each pad firing
status to pad trigger board

o Strip-TDS: prepare strip trigger
data, perform pad-strip
matching and serialize the
charge for strips in the ROI

= Low and fixed latency needed (40 ns
for pad-TDS and 75 ns for strip-TDS)

o Radiation tolerant

o 128 channels with individual
programmable delay (pad-mode

P

ads . pad Pad
VMM TDS Trigger

strips i
VMM | ;.Sg Router

TDS eye diagram

¥:Voltage Width@BER1: Eve Diagram

sTGC Sector
Trigger Processor| | Logic

Strip-TDS block diagram

4.8 Gbps

only)
o Final design review stage
scL —r  I%C I _— 640 Mbps x 2 IiLes + Clock + Frams
SDA < Config. I ad-trig I
| Interface i
. 2 I
Serialized Charge I =’ ! 8-1 | SER
- _ ! z
E B charge data deserializer _Pi\ Ring buffer E_’ selectors | T Sequencer interface
| Trigger Matchin |
*
1: Input interface 2: Pre-processing 3: Serialization
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‘ Id. ASICs ART = o
Programmable BCID
Delays <3
= ART (Address in Real Time) ||| R S gy BN
—> DE-SERIALIZER 2’3 — .. %
o Aggregates address from 32 ARTIN %= ‘g’g &3 =
i ART IN == 3 = S
VMMs and choses up to 8 hits - I o5 | 27 >
to transmit e ek Z
o VMM provides the address of : —
first threshold-crossing strip in LK 0 )
an event ART CLK (160 MHz)
= Main Specifications: ART block diagram
a Program mable delay 4x PhaseAligner (CERN IP)

U

TTC/BCID counting
o Priority-based hit selection and
data formatting

VMM S =

Trigger processor

SCA
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 ITa. On-detector Board: FEBs

Front-End board will be
populated with VMM, TDS, ROC
ASICs. Power will be provided by
FEAST, slow control will be done
by GBT-SCA (CERN developed
ASICs)

Two types of FEBs (pFEBSs,
SFEBs) for sTGC to readout
wires, pads and strips. One
unique type for Micromegas

More than 5000 boards on NSW

Layout is very challenging: need
to handle large number of
readout channels and deal with
mixed signals (analog and fast
digital up to 4.8Gbps)
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‘ IIb. On-detector Board: ADDC

= ADDC: ART Data Driver Card

o Input from MMFES
o Two ART ASICs with 2 GBTx, 1 VTTx
o Configuration is done by L1DDC

Test Software

FMC Test
Mezzanine

Data analysis, storage,
control commands, etc.

ADDC and Standalone
Test Scheme

14
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 IIc. On-detector Board: L1IDDC

= L1DDC: L1 Data Driver Card

a
a
a

Common readout for both sTGC and MM

Aggregates and transmits L1 read from FEBs to FELIX
MM-L1DDC configuration: Using a VTTX GBTX2 and GBTX3 cannot be configured
via an RX fiber. A GBT-SCA must be added-can monitor power and temperature on
MM-L1DDC

sTGC-L1DDC configuration: Both GBTX can be configured by the IC channel o
the GBT frame through VTRX. No GBT-SCA is needed — no monitoring

A type of L1DDC on rim: configuration bridge and clock distribution for FEBs
sTGC Router and Pad Trigger board

Timing and L1DDC

Trigger Timing and

f m / Trigger
GBTX m . » FELIX <+ DAQ
ASIC Bidirectional .
fiber

DAQ s
(a'v

Slow Control « Off detector ~* Slow Control

50mmv

'S © [ 1DDC i
NT

12C light 12C light

sTGC-L1DDC
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| I1Ta. On-tim Board: Pad Trigger

O

= Pad Trigger _ ——
pads pad Pad

o Receive pad firing information from MV s {T| Teigger
all eight layers of Pad TDS S

o Perform two 3-out-of-4 pad strips . Toc p—
coincidences per BC to form pad VMM[=| D5 [[H] ROUET [trigger Processor|] Logic
trigger road (tag BCID and define
strip band to be read out)

o Send up to 3 trigger candidates (Rol) Out .
per sector per BC to strip-TDS I:{) 1 detector region

o Send pad firing information after Pad
L1A for monitoring ;l":l’gger x8

I /

1 NSW sector
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‘ I1Ib. On-rim Board: Router

Baseline: Artix-7

Router .,,Eiiiidié}'"""""""" ...;i.l:e.r.(.);:i
Route active strip signals to N i °
trigger processor at USA15 and ° e i FPeA B T
drop NULL packets . P X
Input: ~10 channels of TDS =
signals @4.8Gpbs R AR =2, N :
Output: 4 channels of optical Slow control
signal to sTGC Trigger Processor Giga-bit Input

Signal conditioning

Low and fixed latency
Radiation tolerant
256 routers/detector

S
o

> O

o

> o

> &

” o

X MiniSS-;MA TOP BOT.




‘ IVa. Off-detector Boards: Trigger Processor

Trigger Processor

Implement de-serializing, decoding,

2

distribution function, BC alignment -

strip sTGC Sector
Need robust, fast, FPGA-based VMM DS |— Router] M ryio0er Processor Logic
algorithms for converting hits into high
level objects (clusters & tracks) e i
Ancillary functions: readout@L 1A, VMM |C N Trigger Processor
monitoring, configuration... S——

sTGC Trigger Processor
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e pa ktp BC 4.8

Receive strip data from HITDSASICH%E“?:;’W’
Router (32 fibers * 4.8Gbps)
Perform cluster centroid

finding for both quadruplets

4 parallel candidate finders

sTGC sector trigger processor FPGA

GTHsupto Virtex7
10 Gb/s

I
II
—/—‘ sTGC sector processor

8layer

and determine the segment | -
pointing direction /’

— 8 centroids of strips
— 2 centroids of centroids
— LUT for “track”

- =-Quadry

plet Centroid (mean)

x2 quadruplets



IVb. Off-detector Boards: Trigger Processor

MM

o X-roads narrower, u-v (stereo) wider

o A segmentis multi-layer coincidence within a slope road

road finderxN

NSW

=

- -
_—— e -t
R -

algorithm _— track fitter
- 1
algorithm track fitter XX UV XX UV
GBT algorithm e track fitter
decode, data
address to : 1 - collection
slope algorithm track fitter
x16
algorithm track fitter

MM & sTGC Trigger Processor board

MM Trigger Processor T
I v i
o Projective roads to IP (hit—>slope) n :": iﬁg-“ Slope
: : I |:II/ '''''' ¥ 10ad

O 00 O

Implemented on FPGA-based ATCA Mezzanine Card
32 input fibers (MM/sTGC) @ 4.8Gbps

12 output fibers @ 6.4Gbps with 8b/10b encoder

1 ATCA carrier card hosts 2 Mezzanine cards (NSW
sector)
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Vertical Slice Integration Test

Project was initiated
The place was chosen

Gathering prototypes
This year was dedicated on
pair-wise testing, scheduling,
gathering prototypes and
preparing the lab
infrastructure. Integration
schema planning - Weeks
were selected.

Integration Week #1
First integration week
was held in August
and in fact was split
into two weeks, one
dedicated to MM and
another to sTGC.
Difficult startup.

Integration Week #2
Second integration
week and the first
successful one. More
that 30 participants
and all systems
present. Main issues
with sTGC FE, jitter,
lab space

Inte
Wee

Integration Week #3
Third integration week
was held in March, 30
people present and
successful integration.
Main issues found,
jitter, SCA e-link
(FELIX), sTGC FE
availability, pinout

g ]Lo

Integration Week #5
Fifth] integration week

Final Integration
The last
integration week
will be done with
final prototypes. If
more weeks are
needed will be
scheduled.

Foun
inte

ration

#4 will be scheduled by the
h end|jof 2017. That will
ation be the most critical one

the system must
becpme ready for NSW
integration once the
chagnbers arrive.

UNIVERSITY OF
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‘ VS WEEK Test @ CERN

SHERRE

VMM data “decoder” Monltor o

ML Integration Week #4

pFEB/sSFEB tested with Router
VMM test pulse as signal
source

Charge, strip info was
checked by router “decoder”

e B R
Router tested with rim- :
L1DDC to check
reference clock jitter

performance

VC7215
TDS emul’s
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Radiation Tests for NSW Detector

NSW simulated radiation level

New Small Wheel Simulated Radiation Loads and Magnetic Fields
Inner Rim (R =1m) Outer Rim (R =5m)

TID () 160 Gy 16 Gy
NIEL  (fast neutrons) 2.3 x 103 n/cm? 7.3 x 10" n/cm?
SEE'!  (protons) 4.2 % 102 p/em? 1.3 x 10" p/cm?
B field <1kG 5kG
e_g . unknown Radiation safety factors for New Small Wheel electronics.
Safety faCtO rS COTS batches Safety Factor Type Value Notes
TID 1.5 Updated from [1] as per [2]
SF(TID) = 1.5*5*4=30.0 SFim NIEL 2.0 Updated from [1] as per [2]
—_ *1 %N — SEE 2.0 Updated from [1] as per [2]
SF(NIEL) - 20 1 4_80 TID 5.0 COTS, no control for low-dose-rate effects.
SF(SEE) = 2.0*1*4=8.0 Sr TID 1.5 ASIC, no control for low-dose-rate effects.
1dr TID 1.0 COTS/ASIC, accelerated aging or low-rate tests.
NIEL 1.0

ATLAS required RTC SEE__ 1.0

all 4.0 Unknown COTS batches.

. SFlot all 2.0 Preselection; homogenous COTS or ASIC batches.
RTC = S R L * SfSl m * S Fldr * S FbatCh all 1.0 Qualification; homogenous COTS or ASIC batches.
TID: ~48kRad |
NIEL: 5.8*10"12 n/cm”2 €.g. NSWrim

SEE: 1.1*10"12 p/cm”2

M .

UNIVERSITY OF
MICHIGAN



Radiation Tests for NSW Electronics

Router as an example

= Repeater TID test
o Time: 05/26/15 -- 05/30/15 @BNL
o Source: Co-60y
o Total dose: up to 1Mrad

= Artix-7 FPGA TID test
o Time: 08/23/15 -- 08/29/15 @BNL
o Source: Co-60y
o Total dose: up to ~500krad

=  Artix-7 FPGA SEE test
o Time: 10/27/15 -- 10/31/15 @LANSCE
o Time: 05/08/17 -- 05/12/17 @Demokritos

LANSCE 2017 Sep. neutron beam test ||

Clock fanout chip

Router with fully functionality
Flash chip

TDS ASIC

O O O O
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Router board & DAQ system @ LANSCE, 2017




Summary and Outlook

The NSW upgrade is necessary for ATLAS to improve the LV1 muon
trigger and maintain precision tracking capability at high luminosity

Separate trigger strategies for two sub-detector systems have been
developed, taking into account substantial readout and geometry
differences

Advance development of trigger/readout electronics to achieve precise
muon measurement requirement and Phase-I latency budget

Vertical slice integration tests and radiation tests are ongoing to qualify
NSW electronics system can survive in ATLAS in next 10-20 years

Mass production will be launched soon!
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Thanks!
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BACK UP
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| VS WEEK Test @ CERN 188

Integration Week #3

sTGC Trigger

SCA board with VMM & TDS
chips

12 CHs TDS emulator *2
setups

Routers V2 prototypes *2

S N Router-TP communication
a7 qR R UDP output for TP diagnostics

Is

MM Trigger

Complete MM trigger path
connected 8 MMFE->2
ADDC-> MMTP (Eval.
board) with fake tracks
“fitted” by TP
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‘ Radiation Tests at Demokritos
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