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Our work aims at improving the performances of the NA62 low-level trigger implementing a real-time stream processing architecture based on an orchestrated combination of heterogeneous computing devices
(CPUs, FPGAs and GPUs). To enable it we devised NaNet, a FPGA-based PCI-Express Network Interface Card with processing and GPUDirect capabilities, which supports multiple link technologies (1/10/40GbE and
custom ones). We have demonstrated the effectiveness of the method by retrofitting the RICH detector to generate refined physics-related primitives. Results obtained during the first months of 2017 run are
presented and discussed, along with a description of the latest developments in the NaNet architecture.
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g Physics Case: Real-time Rings Reconstruction for the NA62 RICH Detector h
The NAG2 experiment at CERN aims at measuring the branching ratio of the ultra-rare decay: K+ —ntvv (BR ~8x10-11)
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« NaNet NIC issues a “tx done” completion event in the “event queue”.

GPU processing: Latency measurements (downscaling 16)
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Preliminary Results from 2017 Run

GPU processing: Latency measurements (downscaling 8)
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GPU processing: Latency measurements (downscaling 4)
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Q The latency of event indexing in the GPU CLOP buffer is ~ constant (red)

number of events in the CLOP buffer (cyan)
Q Real-time stream processing: processing time <= events gathering time
QO Reaching a downscaling factor of 4 (i.e. processing only every fourth
event), the latency of GPU processing exceeds the events gathering time:

‘ we need to speed-up the ring reconstruction!

Q The latency of the ring reconstruction GPU kernel increases with the
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nVIDIA Pascal (P100) vs K20c
Ring Reconstruction Latency

Ring reconstruction kernel latency K20 vs P100
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On a 2000 events buffer:
K20c ~ 500 ns/evt
P100 ~ 100 ns/evt

NVIDIA Pascal P100 is a potential solution.
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