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Information Systems: a big world

N.b.: Information System — multiple interpretations
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Physical Resources & EFrameworks
Gluing the two “big worlds” together

- ATLAS Grid Information System (AGIS) 1s the central
information system for ATLAS:

« connects Physical Resources and Experiments frameworks
together for the ATLAS experiment.

AGIS integrates configuration and status information about resources, services and
topology of the whole computing infrastructure used by ATLAS Distributed Computing

= (CRIC 1s the AGIS evolution

« Next generation system

« Non-experiment specific: fitting the needs of multiple collaborations!




CRIC: Physical Resources & CR|3

= Clear distinction between resources
provided by (Sites) and resources used by (Experiments)

= Establish relationship between resources to Experiment objects

resources

resources “provided by” > “used by”

(2) MV B2 aal

HFC Cloud OIM GOCDB

EAPERIMEN] WLCG

Worldwide LHC Computing Grid

Providing an abstraction layer from the physical resources the system allows the Experiment to define
their own real organization of the resources, experiment specific topology and own services structures.
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CRIJ

Computing Resource Information Catalog
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Plugin based: Gore and Experiments

Core CRIC
GOCDB l * Resources “Provided by”
_TOOrROTG  Single entry point for
ATLAS CRIC gic iy p
OIM Iy WLCG topology and
B . .| service configuration
WLCG CRIC  Lghtweight AUCE ~ , — + | . .
CRIC ) « Consumes information
BEl Lightweight LHCD |
AP] GRE%“” ~ . from ava.llable
Other Resources AL information sources
(Opportunistic,
Cloud, HPC)

WLCG WLCG .
Experiments CRICs

* Resources “Used by”
(*) Maintained by WLCG to store very simple experiment topology information (i.e. experi » Describes experiment topology

 Uses core CRIC and adds extra
info needed by experiment
operations and workflows




CGRIG: few implementation details

Django based
Client-server architecture, 2 independent services:

* API service (REST-full GET export: JSON, etc; POST update) -- mainly used
to export data, bulk updates and operate data programmatically

°*  WebUI portal (AJAX support, JQuery widgets, based on Bootstrap, etc) --
mainly used to navigate, browse and declare objects
- Various integrated collectors run by crons to populate/sync DB from
ext. sources

- The system supports information protection (Federated Identity
through SSO):

«  Authorization is required to modify data: Groups, Roles and list of specific
permissions could be directly associated to users




CRIJ

] Computing Resource Information Catalog
|

AUTHENTICATION

PERMISSIONS

{Permission = Action + Entity)

\‘ AUTHORIZATION
A\

5 * Create

i ) ; Actions Sy
= CERN HR DB L Gmups (Group = . Expenment Site * Delete
* VOMS Collection of Support * Read

individuals) : .
« CRICDB * Experiment Admin
. e CRIC Admin
WEB Ul/ API » Objectinstances
+ Entities * Object properties
Restrictions




Computing Resource Information Catalog

More details: Auth & Auth

COREExpert  Experiment Expert

,\_SIL'E Admin

+ Restriction( Site = “Site A")

Experiment Admin /
+ Restriction( VO = “"CMS")

Experiment) Site Support
N—

+ Restriction( VO = "CMS5", Site ="Site B" )
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Storages - pre-GRIGC attempts

... Either too little (too simplified)

Service: atlassrm-fzk.gridka.de - SRM

== SRM dCache endpoint dedicated to ATLAS.

System | Grid Information HE
Host name PROTECTED - Auth required Host DN PROTECTED - Auth required
IP Address PROTECED - Auth required URL
IP v6 Address PROTECED - Auth required ;?c;ent FZK-LCG2
Operating System PROTECTED - Auth required
atlas, EGI, tierl, wicg

Architecture PROTECTED - Auth required Scope

Tags
Contact E-Mail PROTECTED - Auth required
Project Data @ Service Groups this Service Belongs To @
Production Level 4
Beta b 4
Monitored 4

Service Endpoints (endpoints?)

Name Interface Name




Storages - pre-GRIGC attempts

... Either too much!!

| |
< StorageService

ToComputingService

+ Networkinfo: infiniband + Type: org.dcache.storage, storm, so on

+ Bandwith: Mb/s + Name: DESY-HH-ATLAS

+ QualityLevel: production
Represents a Storage System that makes its StorageSharef|

Endpoint I
Endpoint l idefined on DataStore(s) available via StrorageEndpoints

+ URL: i ipporting certain StorageAccessProtocols. Manager

+ U] Endpoint
+ Interfal i + ProductName: dcache, eos, ..

+ Il + URL: file://dcache-core-desy03.desy.de:2049
+ Servin) + field: type

il i . .
i Devit + §{ + InterfaceName: file, gsiftp.dcap. xroot.srm,https ServiceCapacity | -
Fimplemd + D| + ServingState: production r ServiceCapacity [Describes the sofware managing
the InterffTRH "
-Pub!ishethn;': + DowntimeStart: date + 7| + Type: online, neariine he storage system
May ser\ p,fTmplements and offers an access protocol given [N + Totalsize: GBs
+U

-Maythe InterfaceName
|-Publishes state, downtime
I-May serve only a subset of StorageShares

+ Usedsize: GBs

StorageShare | DataStore
1
1 + Namg StorageShare | + Type: di DataStore
MappingPolicy - . di
* Statel | Name: StorageShare + Totalsig + Type: disk, tape
+PolicyRule: vo:dteam . ize:
+ ACCET | gtate: { + Name: ATLAS-PROD + Usedsig + TotalSize: GBs
+PolicyRule: vo:atlas | Describes s
+ Path: + Accesd + State: open, closed.. apehiegs + UsedSize: GBs
Describes the physical storage, [\
+ Sharg 2 . . 3 :
+ Path: /f| + AccessMode: read, write physical capacity
AccessProtocol + reten
+ ShareT| + Path: /pnis/desy.de/dteam
+ Type: xroold [aow id + ShareTAG: ATLASDKLOCALGROUPDISK
+ Versio AccassProtoea! oél?:rl::; i .
-Apart of | , retentionpolicy: replica, custodial
+ Type: nfs of policie:
+ maxst AccessProtocol -Shares nf-A part of the storage capacity governed by seft\|
Describe| + version: 4.1 - f policies and allocated to specific usergroup(s)
without thf + Type: hitps -Shares may overlap
+ maxstreams: . 1 ll
y + version: 1.1 |
Describes a sup)
without the actud + maxstreams: 1 € l l
Describes a supported protoco[\| i 7 ShareCapacit
without the actual endpoint URL MappingPolicy a4
+PolicyRule: vo:alice + Type: online

+PolicyRule: vo:atlas + Totalsize: GBs

+ Usedsize: GBs




l I Computing Resource Information Catalog

- Describe only those system characteristics that are
really needed

Dynamic - static separation
- Keep simple things simple
BUT Avoid oversimplification

LAGOM:

Not too little,
not too much.

Just right.

Swedish




Storages in GRIG: details of objects

StorageService: represents the entire storage system that médkes\its Shares, defined
within a DataStore, available via Endpoints. Static informatio
wel, jforagecapacity ...

. Attributes:name, id,servicetype, implementation, capabilities,

. StorageShare: represents a logical storage ared, a part é&tor ge capacity, allocated
on DataStore(s) for a specific user group orse cas @cont' dynamic information (e.g.
space usage) &

. Attributes: name, id,policyrules, péth, assi oints; servingstate, accessmode,
maximumlatency, retentionpglicy, defau]ﬂ@ ¢, nipximumlifetime, expirationmode, totalsize,
usedsize, numberoffiles, message

. StorageEndpoint: répresen e@wo interface to the storage system that maybe
contacted to manage and a& afa stofed in the StorageShare(s) of DataStore(s). May
contain dynami< info .2. h€althstate or servingstate)

. Attribates: Sam ndpojnturl, assignedshares, interfacetype, interfaceversion, capabilities,

qualit tate,Mealthstate, message

. DataStore:\Je¥ribesa homogeneous instance of a physical storage extent (e.g. a tape or a
disk server). Statieinformation.

. Attributes: name, id, datastoretype, latency, totalsize, vendor, message




g l g Computing Resource Information Catalog

Service world _
f‘m . Experiment world
' Storage Serb\kce \
/—7< \ Many more attributes:
http

e > * Disk/Tape

a\t;f * path for HTTP, path for SRM,

e  Which protocol for which
activity, e.g.:
 HTTP for logs and user

%

download
-  gridFTP for third party
~— transfer
 Physics Groups
* Topology (Tier level,
Storage DPDM closeness)

StorageShare aka StorageArea Endpoint, aka Endpoint L
(SpaceTokens, paths ...) Protocols

N,




CRIG - “Physical” - Sites view c R |3

Computing Resource Information Catalog

RC Site INFN-BARI

Extended name  INFN-BAR, BAR, Italy
URL
Longitude 1688381

Latitude 41,1035
= | enitri Timezone  Europe/Rome
[ Expot &  ~ Coumns @ Fitter | & Show| 100 antrles Country  ttaly
Regional Centre  NULL.

State  DISABLED
State Comment  Automatically collected from GOCDB
State Updated  None
Status  Production
Certification Status  Certified
Administrator  grid-prod-ba@ists.infn.t
Securlty  grid-sec-ba@lists.infn.t
Corepower 0.0

GOCDB Primary Key  238G0

Update RC Site object: INFN-BARI GOCDB Info URL  hip: " php2Page.

Last Modified June 20, 2017, 1:10 p.m.

filter by Site Name filter by Alt name

filter by State filter by RC Tie ifter by Cour

Site Name Alt name State

(&' INFN-BARI INFN-BARI, BARI, ltaly DISABLED Basic relations

Edit site description

(& INFN- INFN-CATANIA, Catania, ltaly DISABLED Resource Center: © | INFN-BARI

[# INFN-CNAF-LHCB INFN-CNAF-LHCB DISABLED | FRegionalCentername: | @ | [T-NFN-T2, tilevel=2, country=taly] i Certified 0 11.34 44.49

(& INFN-FRASCATI DISABLED Country: @ oy j Certified 0 12.68 41.79

[ INFN-LNL-2 LEGNARO, Padova, | DISABLED | Settings Certified 0 11.85 45.35

(@ INFN-MILANO-ATLASC = ATLAS Tier2 Milano Site DISABLED Mot Name:  [R) INFNBAT. BARL foly Certified 0 9.23 45.47

[ INFN-NAPOLI-ATLAS  NAPOLI, Napoli, Italy DISABLED Timeione:  [JGY Eiropeoms Gertified [V 14.236 40.853

[# INFN-PISA INFN-PISA, Pisa, Italy wiovre: I Certified 0 10.4 437

= Is pledged: e -

(2 INFN-ROMA1 INFN-ROMA, Rome, Italy DISABLED Certified 0 13.026 41.783
Object state

[2 INFN-ROMA1-CMS INFN-ROMA1, Roma, Italy DISABLED Certified 0 13.026 41.783

Object state: © DISABLED j
[# INFN-T1 INFN-T1 Bologna, Italy DISABLED Certified 0 11.342 44.485
State comment: 9 Automatically collected from GOCDB

(2 INFN-TORINO TORINO (INFN), Italy DISABLED Certified 0 7.4 45.03
Dynamic Parameters auto collected by GStatLoaderCron from REBUS

Site Name Alt name State cert_status core longitude latitude
Average CPU anecrop:: © oo power

Dynamic Parameters auto collected by OIMGOCDBInfoLoaderCron

status: ©  Production
cert status: ©  Certified
admin email: ©  grid-prod-ba@lists.infr.it

e Values extracted from GOCDE and OIM using collectors.
O Possibility to enrich info, filter values, and search inside the tabhle.

O Site attributes are editable via form (auth required). ©



GRIG - "Physical’- Services view c R |3

Computing Resource Information Catalog

Computing Element INFN-BARI-CE-CREAM-CE-ce-03.recas.ba.infn.it

Site Name Service Type Site
(2 INFN-BARI-CE-CREAM-CE-ce-07 recas.ba.infn.it CE INFN-BARI Type CE
Description
— . " Job Manager
(# INFN-BARI-CE-CREAM-CE-ce-02.recas.ba.infn.it CE INFN-BARI Vacslon:: (e
Architecture
’ INFN-BARI-CE-CREAM-CE-ce-03.recas.ba.infn.it CE INFN-BARI Implementation
Virtual Instance  False
(' INFN-BARI-PerfSa dwidth-perfsonar2.ba.infn.it PerfSonar INFN-BART ™| Endpolnt. ‘eatrecasbalnink

Flavour CREAM-GE
Monitored  True

[ INFN-BARI-PerfSonar-Latency-perfsonari . Gam PerfSonar INFN-BARI Dsgkiped ot /INFHIEAR]
State DISABLED
Site Name Service Type Site State Comment  Automatically collected from GOCDB/OIM source

State Updated  June 20, 2017, 1:10 p.m.

\ Status  production
Update CE service object: INFN-BARI-CE-CREAM-CE-ce-03.recas.ba.infr.it Last Modiied, ' Hline:20. 2017110 pn.

Basic relations

s | © | wusan i Edit service description
Type: @ ce
© A
s Keop oty
Settings
i . = - Services
sinore [B Service INFN-BARI-PerfSonar-Bandwidth-perfsonar2.ba.infn.it
implementation: | ©
wcize [ Type  PerfSonar
Description
Architecture
s_virtual: ©  Faise
Implementation
State settings Virtual Instance  False
Endpoint  perfsonar2.ba.infn.it
Oectsute: | © | DSALED g Flavour Bandwidth
o Monitored  True
Deployed at  INFN-BARI
CE settings State  ACTIVE

State Comment  Automatically collected from GOCDB/OIM source (ACTIVE by default)
State Updated  June 20, 2017, 1:10 p.m.

Version: o Status  production

Last Modified June 20, 2017, 1:10 p.m.

Jobmanager: | ©

Protocol settings

Endpoint: | @ | ce-03recas.ba.in.t

Edit service description
Favor: | © | creawce i i

e Values extracted from GOCDE and OIM using collectors.
O Possibility to enrich info, filter values, and search inside the tabhle.

O Attributes for each service type are editable via form. .



CRIG - "Logical” - Experiment Site view

Define new CMS Site object
. " = o Update CMS Site object: T2_IT_Pisa
Basic relations S
CMS Site T2_IT_Bari ——_—
Experiment Site: © TIDEKT
Experiment Site: © 7121 Pisa
Tier level: o 1 j VO Name cms
Tier level: e 2 j
Gouriy: © | Germany J RC Site  NULL
Tier level 2 County: | @ tay J
RC site (GOCDB/OIM): e N j Country Italy
RC site (GOCDB/OIM): (2] NULL j
Voname: | @ cms J State  DISABLED
State Comment  CMS Site object was created using WebUI Voname: | @ oMs J
Settings State Updated  June 20, 2017, 8:53 p.m. .
Settings
Status
status: (2]
Administrator status: | ©
Average CPUpowerper @ 0 Security
core: v !
Executive giacinto.donvito@cern.ch Mangecripenee  1SIEE
Use local average CPU | © Technical giorgio.maggi@ba.infr.it a
wer per core: o
el Corepower 0.0 (overrides default value 0.0 from NULL) | **° '"c;',:::':::;:’ o
Object state Last Modified  June 20, 2017, 8:53 p.m.
Object state
Object state: ©  DISABLED i
’] Object state: ©  DIsABLED j
State comment: ©  CMS Site object was created using WebU! +
Edit site description Statecomment: | @ | CMS Site object was created using WebUl
Administration
[Administration
admin email: (7}
admin email: [>]
security email: | @
security email: )
Executiveemal | @  manuelgifielsGoem.ch
Executive email: ©  giuseppe.bagliesi@cern.ch
Technicalemail: | @
Technical email: ©  tommaso.boccali@cern.ch
CMS Site Name State Tier level Country Status Core power
[& T1_DE_KIT DISABLED 1 Germany 0
(& T2_IT_Bari DISABLED 2 Italy 0
@ T2T_Pisa DISABLED 2 Italy 0
CMS Site Name State Tier level Country Status Core power

A GCMS site groups “service units”: collects resources to he used by
the experiment for e.g. job submission.
o Experiments computing experts can define & edit new Exp Sites



CGRIG - "Logical” - Exp Gompute Unit View

Define new CMS Compute Unit object
Basic relations

Name: @ | CondorCore
CMS Experiment Site: () T2_IT_Bari j
Administration
Admin email: @ | giorgio.maggi@ba.infn.it

Use Compute Unit e -
administrator contact:

Technical email: a | leonardo cri ern.ch|

Compute Unit Na CMS Site Administrator Technical
T2_IT_Bari giorgio.maggi@ba.infn.it leonardo.cristella@cem.ch
Compute Unit Name S Site Administrator Technical

Update CMS Compute Unit object: CondorCore
CMS Compute Unit CondorCore Basic relations

Deployed at T2_|T_Bari Mames @  CondorCore

Administrator  giorgic.maggi@ba.infn.it (overrides default administrator giacinto.donvito@cern.ch from T]
Technical leonardo.cristella@cem.ch CMS Experiment Site: (2] T2_IT_Bari j
Last Modified June 21, 2017, 10:38 a.m.

Administration

Edit compute unit description
Admin email: ©  giorgio.maggi@ba.infn.it

Use Compute Unit (7]
administrator contact:

Technical email: © | leonardo.cristella@cemn.ch

The Exp Gompute unit groups a set of GCompute Elements for
administrative and organizational purposes.
o Exp Site experts can create & edit new instances
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.. and now...

What’s the problem we are trying to solve?
We do NOT have a problem!

(@)

Experiments work!

... really no problem?7??

(@)

maybe we can do things better
m  Why? How? Where?

Many things are “common”

(@)

O

(@)

Network is shared. We can’t have the experiments “speaking different languages!”
Storages:

m Often shared

m up to now emails from site admins/resp to the experiments experts, difficulties to

integrate new technologies within the experiments
e Difficulties also within the experiment, integration within the DataManagement and
within the WorkflowManagement

Minimize the re-doing of the same work

N.b.: it’'s NOT simple!

(@)

(@)

Technically
... and sociologically

20



Do we want to run ?

=} sitepoint’

~ USING
LINUX & APACHE

B3Y STUART LANGRIDGE
& TONY STEIDLER-DENNISON

I'““-'-mlﬂi Amowuwmm
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backup



CRIJ

Computing Resource Information Catalog

Describe the topology of the experiments computing models,
providing unified description of resources and services used by
Experiment applications

DEFINE CONNECT COLLECT INTEGRATE DECIARE
topology resources relations status info configurations

ACT! DISTRIBUTE OPERATE COMPLETE
via API via WebUI data



IS: a key component of Computing

It does not really matter how big or small an Experiment/Collaboration is

- An information component/service/system is
needed in order to effectively operate and
configure computing system:

Proper description of physical Computing resources

Proper description of Experiment’s Computing Model,

its topology and implication to high level applications

Integration of configuration and settings of high-level applications and
services involved into Distributed Computing

Central operation entry point (WebUI portal) for end-users

Central data provider (REST-full API) for applications

Information protection, authorization, input data validation, tracking
history of changes, rollback functionality .. user-oriented views ..




Pledges for Federations

Allows WLCG and Site Managers to review the physical resources

Show 100 j entries Search:
Tier DISK CPU TAPE DISK CPU TAPE DISK CPU TAPE DISK CPU TAPE
Regional Center 1¢  Accounting name level Country 2017 2017 2017 2016 2016 2016 2015 2015 2015 2014 2014 2014
& AT-HEPHY-VIENNA-UIBK AT-HEPHY-VIENNA-UIBK 3 Portugal 120 1857 = = =
& ks Update Regional Center object: AU-ATLAS
(& AU-ATLAS AU-ATLAS 2 Australia 1311 17765 =
RegienalCenter name: AU-ATLAS
(# BE-TIER2 BE-TIER2 Belgium - - N ©
(# BR-SP-SPRACE BR-SP-SPRACE 2 Brazil Accounting name: © Au-ATLAS
[# CA-EAST-T2 CA-EAST-T2 2 Canada 2100 28150 - Tier level: e 2 j
(# CA-TRIUMF TRIUMF-LCG2 1 Canada 6800 92100 1880C
Country: © Australia j
[# CA-WEST-T2 CA-WEST-T2 2 Canada 2100 28150 =
Check input data

(# CH-CERN CERN-PROD 0 Switzerland 25000 404000 7700C
[’ CH-CHIPP-CSCS CH-CHIPP-CSCS 2 Switzerland 1800 46200 = 1225 29000 & 1225 29000 = 1142 21400 =
(# CN-IHEP CN-IHEP 2 China 400 5780 - 320 5780 - 320 5780 - 70 4800 -
[# CZ-Prague-T2 CZ-Prague-T2 2 Czech Republic 1800 15000 - 1600 13000 - 1600 13000 - 1600 10000 -
(# DE-DESY-ATLAS-T2 DE-DESY-ATLAS-T2 2 Germany 2750 37500 - 1770 20700 - 1770 20700 - 1633 15600 -
[# DE-DESY-GOE-ATLAS-T2  DE-DESY-GOE-ATLAS- 2 Germany 1380 18750 - 667 4860 - 667 4860 - 817 6500 -

T2
[# DE-DESY-LHCB DE-DESY-LHCB 2: Germany - - - - - - - - = g - -
(# DE-DESY-RWTH-CMS-T2 DE-DESY-RWTH-CMS- 2 Germany & & = = = & = = & 5 < =

T2
(# DE-FREIBURGWUPPERTAL | DE- 2 Germany 2766 37500 - 117 9720 - 117 9720 - 1634 13000 -

FREIBURGWUPPERTAL
(# DE-GSI DE-GSI 0 Germany = = = 3 = = = = = = - -
(# DE-KIT FZK-LCG2 1 Germany 8500 97200 22090 4410 53250 8125 4410 53250 8125 4125 44375 5500
(# DE-MCAT DE-MCAT 2 Germany 2766 37500 = 1584 13693 = 1584 13693 = 1634 13000 =

e Values extracted from REBUS.
o Possihility to filter values, and search inside the table.
o Federation attributes are editable via form (auth required).



CGRIG - Input Data: WebUI Eorms

Define new Site object

Basic relations

Resource Center: 9

Regional Center name:

Country: o - j
Settings
Alternative Name: (2]
Timezone: (7]
InfoURL: e
Is pledged: e
Object state
Object state: ©  DISABLED j
State comment: ©  Site object was created using WebUl

Dynamic Parameters auto collected by GStatLoaderCron from REBUS

Average CPU power per © o
core:

Dynamic Parameters auto collected by OIMGOCDBInfocLoaderCron

status: (7]
cert status: e
admin email: (2]

Site administrators

Basic relations
Site:
Service type:

Unique Service name:

Settings
Architecture:
Implementation:

Description:

is_virtual:
State settings

Object state:
State comment:

Protocol settings
Endpoint:
Flavour:
GOCDB/OIM Status:

is_monitored:

Define new Service obje

Basic relations

Site:
+ Local-LFC Service type:
@ Frontier
Squid
Unique Service name:
e
Info: Keep this field empty to let the system generates default value. Settings
Architecture:
@
Implementation:
17}
B
@
is_virtual:
© Fase .
State settings
Object state:

©  DISABLED

© | Object was created via WebUI

State comment:

CE settings
Job manager:
Version:
Protocol settings
Endpoint:

Flavour:

2]

e

2]

CE

Define new CE service

Info: Keep this field empty to let the system generates default value.

(2]

© | Object was created via WebU!

(2]

(2]

DISABLED

ARC-CE

and managers have the possibhility to add
new physical resources. Same will be possible using a REST API
importing objects in JSON format (in development as of now).



