
Computing Resource 
Information Catalog

The CRIC team (BINP, CERN, pic and INFN)



Information Systems: a big world
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N.b.: Information System → multiple interpretations 



Experiments frameworks: a big world
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Physical Resources & Frameworks

▪ ATLAS Grid Information System (AGIS) is the central 
information system for ATLAS:
• connects Physical Resources and Experiments frameworks 

together for the ATLAS experiment.
AGIS integrates configuration and status information about resources, services and 
topology of the whole computing infrastructure used by ATLAS Distributed Computing

▪ CRIC is the AGIS evolution
• Next generation system
• Non-experiment specific: fitting the needs of multiple collaborations!
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Gluing the two “big worlds” together



CRIC: Physical Resources & 
Experiments Frameworks
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  “Physical”            “Logical”  
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Plugin based: Core and Experiments 
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Experiments CRICs
• Resources “Used by”
• Describes experiment topology
• Uses core CRIC and adds extra 

info needed by experiment 
operations and workflows

Core CRIC
• Resources “Provided by”
• Single entry point for 

WLCG topology and 
service configuration

• Consumes information 
from available 
information sources



CRIC: few implementation details

▪ Django based
▪ Client-server architecture, 2 independent services:

• API service (REST-full GET export: JSON, etc; POST update)  -- mainly used 
to export data, bulk updates and operate data programmatically

• WebUI portal (AJAX support, JQuery widgets, based on Bootstrap, etc) -- 
mainly used to navigate, browse and declare objects

▪ Various integrated collectors run by crons to populate/sync DB from 
ext. sources

▪ The system supports information protection (Federated Identity 
through SSO): 
• Authorization is required to modify data: Groups, Roles and list of specific 

permissions could be directly associated to users
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More details: Auth & Auth
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More details: Auth & Auth



Storages - pre-CRIC attempts
... Either too little (too simplified)
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Storages - pre-CRIC attempts
... Either too much!!
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CRIC approach

▪ Describe only those system characteristics that are 
really needed

▪ Dynamic - static separation
▪ Keep simple things simple
▪ BUT Avoid oversimplification
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Storages in CRIC: details of objects
▪ StorageService: represents the entire storage system that makes its Shares, defined 

within a DataStore, available via Endpoints. Static information.
• Attributes:name, id,servicetype, implementation, capabilities, qualitylevel, storagecapacity ...

▪ StorageShare: represents a logical storage area, a part of the storage capacity, allocated 
on DataStore(s) for a specific user group or use case. May contain dynamic information (e.g. 
space usage)
• Attributes: name, id,policyrules, path, assignedendpoints, servingstate, accessmode, 

maximumlatency, retentionpolicy, defaultlifetime, maximumlifetime, expirationmode, totalsize, 
usedsize, numberoffiles, message

▪ StorageEndpoint: represents the network interface to the storage system that maybe 
contacted to manage and access data stored in the StorageShare(s) of DataStore(s). May 
contain dynamic information (e.g. healthstate or servingstate)
• Attributes: name, id, endpointurl, assignedshares, interfacetype, interfaceversion, capabilities, 

qualitylevel, servingstate, healthstate, message

▪ DataStore: describes a homogeneous instance of a physical storage extent  (e.g. a tape or a 
disk server). Static information.
• Attributes: name, id, datastoretype, latency, totalsize, vendor, message

14
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    Storage Endpoint diagram
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http

xrootd

srm

StorageShare aka StorageArea 
(SpaceTokens, paths …)

Service world

Storage 
Endpoint, aka 
Protocols

Storage Service
Experiment world

Many more attributes:
• Disk/Tape
• path for HTTP, path for SRM, 

…
• Which protocol for which 

activity, e.g.:
• HTTP for logs and user 

download
• gridFTP for third party 

transfer
• …

• Physics Groups
• Topology (Tier level, 

closeness)
• …

DDM 
Endpoint



● Values extracted from GOCDB and OIM using collectors.
○ Possibility to enrich info, filter values, and search inside the table.
○ Site attributes are editable via form (auth required). 16

CRIC - “Physical” - Sites view



● Values extracted from GOCDB and OIM using collectors.
○ Possibility to enrich info, filter values, and search inside the table.
○ Attributes for each service type are editable via form.
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CRIC - “Physical”- Services view



CRIC - “Logical” - Experiment Site view

A CMS site groups “service units”: collects resources to be used by 
the experiment for e.g. job submission.
● Experiments computing experts can define & edit new Exp Sites
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CRIC - “Logical” - Exp Compute Unit View

The Exp Compute unit groups a set of Compute Elements for 
administrative and organizational purposes.
● Exp Site experts can create & edit new instances
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… and now...
● What’s the problem we are trying to solve?
● We do NOT have a problem!

○ Experiments work!

● … really no problem??? 
○ maybe  we can do things better

■ Why? How? Where?

● Many things are “common”
○ Network is shared. We can’t have the experiments “speaking different languages!”
○ Storages: 

■ Often shared
■ up to now emails from site admins/resp to the experiments experts, difficulties to 

integrate new technologies within the experiments
● Difficulties also within the experiment, integration within the DataManagement and 

within the WorkflowManagement
○ Minimize the re-doing of the same work

N.b.: it’s NOT simple!

○ Technically
○ … and sociologically 20
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Do we want to run your own mail server?



backup

● .
● .
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Describe the topology of the experiments computing models,  
providing unified description of resources and services used by 
Experiment applications
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IS: a key component of Computing

▪ An information component/service/system is 
needed in order to  effectively operate and 
configure computing system:
▪ Proper description of physical Computing resources
▪ Proper description of Experiment’s Computing Model, 

its topology and implication to high level applications 
▪ Integration of configuration and settings of high-level applications and 

services involved into Distributed Computing
▪ Central operation entry point (WebUI portal) for end-users
▪ Central data provider (REST-full API) for applications
▪ Information protection, authorization, input data validation, tracking 

history of changes, rollback functionality .. user-oriented views ..
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It does not really matter how big or small an Experiment/Collaboration is



Pledges for Federations

● Values extracted from REBUS.
● Possibility to filter values, and search inside the table.
● Federation attributes are editable via form (auth required).
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Allows WLCG and Site Managers to review the physical resources 
pledged up to now



CRIC - Input Data: WebUI Forms

Site administrators and managers have the possibility to add 
new physical resources. Same will be possible using a REST API 
importing objects in JSON format (in development as of now).
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