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Fast Stop – Motivation

• E.g. draining of the HLT farm 
5 – 6 February 
• Minimum 24 hours draining of 

the resource
• Lot of more work possible but 

not available for payload 
execution

Running Jobs @ HLT Farm
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Fast Stop – Implementation 
• Send user defined signal to 

(Simulation) job which will 
tear down gracefully after the 
processing of the current 
event. Takes 1 – 5 minutes.

• NB: Limited by local network 
and storage bandwidth. In 
case of HLT limited, there-
fore needed to stagger the 
stoppage
• Pull out from 40k running jobs 

within 2 hours

3 trials for fast stop @ HLT farm

1st trial: 
Going 
too 
fast, 
majority 
of jobs 
fail L

2nd trial: 
Better w/ 
staggering, 
some 
jobs can’t 
upload 
log files 
immediately
(succeed in 
the end)

3rd trial: 
Almost
optimal, 
going too
fast on 
the last
“sub-
farm” 
(few
jobs fail)
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Fast Stop – Use Cases
• Fast draining of Sites

• stop workflows on WN, rack, row, whole site. Use the site to produce data 
until the ”last minute” before a downtime. 

• Sharing resources e.g. HLT farm, CERN disk servers, etc
• allow concurrent usage of offline (simulation) and other (e.g. trigger) 

workflows. In case more resources are needed à stop offline simulation at 
short notice 

• Next step: 
• Include into machine job features mechanism. Set machine/job feature 

“shutdown_time” à jobs will tear down gracefully specified time
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Code Vectorization – Motivation 
• LHCb needs to increase 
the software performance 
by several factors for 
Run3 (2021)

• One optimization 
dimension is to exploit 
more SIMD instructions

• E.g. RICH photon 
reconstruction shows 
perfect speedup, e.g. 
factor 8 on AVX2/float

8

SSE4 AVX

AVX2 AVX2+FMA

• No speed up from Eigen. My guess is the limited scope for internal vertical 
vectorisation outweighed by data transfer over heads. 

• Vc vectorisation shows almost expected improvements in speed due SIMD 
register sizes (double/float factors of 2/4 for SSE4, 4/8 for AVX). 

• AVX2 on its own shows no improvement to AVX. 

• Clear benefit to FMA (Fuse Multiply Add).
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How old is the grid? 
• CPU architecture of grid worker 
nodes LHCb jobs landed on in May

• 2017 LHCb software stack built for 
SSE3 and SSE4.2 
• SSE4.2 build cannot run on 1120 

“older than Nehalem” worker nodes
• Solution: Dirac executes “correct” 

build depending on WN capability
• Plan to have minimum requirement 
on SSE4.2 for builds in 2018
• Need “late matching” of payloads

Woodcrest, 78 Clovertown, 170
Harpertown, 872

Nehalem, 327

Westmere, 25224

Sandy 
Bridge, 
13024

Ivy Bridge, 37505Haswell, 109867

Broadwell, 4101
Skylake, 3

Unknown, 4

Architectures of Individual Worker Nodes, LHCb Jobs, May '17
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Tic/Toc Vectorization Code Name Release Date
Toc SSE3 Woodcrest, Clovertown Jun.06
Tic Harpertown Nov.07
Toc SSE4.2 Nehalem Nov.08
Tic Westmere Jan.10
Toc AVX Sandy Bridge Jan.11
Tic Ivy Bridge Apr.12
Toc AVX2 Haswell Jun.13
Tic Broadwell Sep.14
Toc AVX512 Skylake Aug.15
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Getting the Whole Experiment on Board
• The LHCb Computing Project 

will provide the foundation for 
the upgrade 
• Task-parallel, multi-threaded 

Gaudi framework
• New implementations for 

conditions data, detector 
description, event model

• … but the majority of code is being converted 
by physicists working in the sub-systems

Training of the collaboration  is essential for the 
success of the Run 3 upgrade program !!!!!!!!!!!!!
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Hackathon @ CERN

Advanced C++ course (50 participants local & vidyo)



E.g. 7th Software Upgrade Hackathon, 19 – 23 June
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C++ course @ 
http://cern.ch/sponce/C++Course


