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FaSt StOp o MOtlvatlon Running Jobs @ HLT Farm
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- E.g. draining of the HLT farm g
5 — 6 February
+ Minimum 24 hours draining of

the resource 2
o

- Lot of more work possible but
not available for payload
execution




Fast Stop — Implementation
3 trials for fast stop @ HLT farm

- Send user defined signal to
(Simulation) job which will
tear down gracefully after the
processing of the current
event. Takes 1 — 5 minutes.

- NB: Limited by local network
and storage bandwidth. In
case of HLT limited, there-
fore needed to stagger the
stoppage

- Pull out from 40k running jobs
within 2 hours
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Fast Stop — Use Cases

- Fast draining of Sites

- stop workflows on WN, rack, row, whole site. Use the site to produce data
until the "last minute” before a downtime.

- Sharing resources e.g. HLT farm, CERN disk servers, etc

- allow concurrent usage of offline (simulation) and other (e.g. trigger)
workflows. In case more resources are needed - stop offline simulation at
short notice

- Next step:

- Include into machine job features mechanism. Set machine/job feature
“shutdown_time” - jobs will tear down gracefully specified time
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Code Vectorization — Motivation

- LHCb needs to increase SSE4

Creating 9600 random photons ... Creating 9600 random photons ...
‘the Softwa re pe rfo rmance ROOT double 233462 ROOT double 228793
Eigen double 249764 speedup 0.93473 Eigen double 242050 speedup 0.94523
Vc double 122259 speedup 1.90957 Vc double 58277 speedup 3.92596
by several factors for
Eigen float 212665 speedup 1.0084 Eigen float 212895 speedup 0.985204
R 3 2021 Vc float 55707 speedup 3.84962 Vc float 26582 speedup 7.89049
( ) AVX2 AVX2+FMA
: : : Creating 9600 random photons ... Creating 9600 random photons ...
o One Optlmlzatlon ROOT double 228752 ROOT double 161540
Eigen double 242017 speedup 0.94519 Eigen double 214258 speedup 0.753951
. = . . Vc double 58243 speedup 3.92754 Vc double 41206 speedup 3.9203
dimension is to exploit ROOT float 200756 ROOT float 47740
Eigen float 212881 speedup 0.98532 Eigen float 189716 speedup 0.778743

Vc float 26539 speedup 7.90369 Vc float 18972 speedup 7.78727

more SIMD instructions

- E.g. RICH photon
reconstruction shows

perfeCt Speedup, e.g . ! Vector units are there to stay!
factor 8 on AVX2/float 126 bits (SSEX T

1
256 bits (AVX, AVX2)

Double Double Double Double

—
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Architectures of Individual Worker Nodes, LHCb Jobs, May '17
Unknown, 4 Woodcrest, 78 cjovertown, 170

How old is the grid?

Broadwell, 4101 Nehalem, 327

- CPU architecture of grid worker
nodes LHCD jobs landed on in May

- 2017 LHCDb software stack built for
SSE3 and SSE4.2

- SSE4.2 build cannot run on 1120
“older than Nehalem” worker nodes

Westmere, 25224

‘ SOlu“O”: Dirac executes “COH'eCt” Tic/Toc Vectorization Code Name Release Date
build depending on WN capability Toc  gqp3 Woodcrest, Clovertown Jun.06

. . . Tic Harpertown Nov.07

- Plan to have minimum requirement 1oc I Nehalem Nov.08
on SSE4.2 for builds in 2018 L HAESIHIETE Jan.10
. . ! Toc AVX Sandy Bridge Jan.11

- Need “late matching” of payloads Tic vy Bridge Apr.12
Tgc AVX2 Haswell Jun.13

Tic Broadwell Sep.14
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How old is the grid?

Broadwell, 4101 Nehalem, 327

- CPU architecture of grid worker
nodes LHCD jobs landed on in May

- 2017 LHCb software stack built for
SSE3 and SSE4.2

Tic/Toc Vectorization Code Name Release Date
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- The LHCb Computing Project
will provide the foundation for
the upgrade

- Task-parallel, multi-threaded
Gaudi framework

- New implementations for
conditions data, detector
description, event model

- ... but the majority of code is being converted
by physicists working in the sub-systems

Training of the collaboration is essential for the
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E.g. 7' Software Upgrade Hackathon, 19 — 23 June

MONDAY, 19 JUNE

h hackathon of software for the upgrade
19 Jun 2017, 14:00 — 23 Jun 2017, 13:15 Europe/Zurich

QLX) — 14:15  Introduction / setup

QLAY — 19:00 Hackathon: Tutorials

Q@ 3862-1-001 - Till Moritz Karbach Room (CERN)

Tutorial -- the GIT tool and best practices.
Speaker: Sebastien Ponce (CERN)

& Concezio Bozzi (CERN and INFN Ferrara) , Sebastien Ponce (CERN) , Stefan Roiser (CERN)

Gitintro.pdf
Description The 7th hackathon of software for the LHCb upgrade will be held during the week of June 19th, at point 8, in the Moritz Karbach conference room
just above the LHCb control room. Tutorial -- Tools for measuring code performance O1h1sm | 2~
Speaker: Monir Hadji (Universite Claude Bernarc-Lyon | (FR)

For logistic purposes, participants are required to register to this event.
[ measure-perf-acka.
The first session on monday afternoon is devoted to talks and tutorials, tentatively on git and performance measurements. We can also re-play

presentations and tutorials on other topics, depending on specific requests. Participants are encouraged to make their choices when registering.

i__ A B B__B_H

. . . . . . Coffee / t 301
A vidyo connection will be available for this session. ottee/tea ©g
The hackathon starts on tuesday and continues on wednesday and thursday, with summary of the work done at the end of each day. A wrap-up ‘emacs and vim extensions for the new framework O15m | 2~
sessionis scheduled on friday morning. Speaker: Adam Davis (snghusUnersy (1)
The topics to be hacked will depend on the choices made by the participants upon registration. emacs-skeleton.pdf
Possible examples in the domain of vectorization and its impact on code speedup: Tutorial -- the new Gaudi functional framework Othism [ 2~

o measure degree of vectorization/autovectorization of functional algorithms, with modified callgrind and/or intel tools Speaker: Sebastien Ponce (CER)

e try to vectorize the main ones and measure improvements [® LHCbFutureHandsO...

e work on using autovectorization in the common geometry code

e convert to functional and improve more algorithms Hackathon setup O15m [ 2~
Other items: [A Hackathonintro.pdf

e compare logs in Gaudi Hive

e Parallel /0 with root

© automation of performance measurements

e conditions

© new Gaudi DataHandles

e multi-events algorithms C + + CO u rse @

Videoconf:(f;f::z & Upgrade_hackathon W Till Moritz Karbach Room a4 h tt p //Ce rn . C h/S po n Ce/C ++ CO u rS e

Registration

& Participants # Register
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