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Mode Breakdown

Duration [h]

Stable Beams 1839.5

Fault / Downtime 980.0

Operations 857.9

Pre-Cycle 61.3

153 days physics ≈ 3738.7 hours

= 3738.7
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extra measurements (116h) + 

injection setting-up (23h) + some loss 

maps (35h) + planned accesses
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Outline

• Resonances
• Dark matter
• Supersymmetry

Hiding new phenomena:
• R-parity violating supersymmetry
• Long-lived particles

• Focus on new BSM results from full 36 fb-1 13 TeV dataset 
• >50 results from ATLAS and CMS!
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Will not discuss these general categories
•  Vector-like quarks
Alice Bean: Search for VLQ (CMS)
Erich Ward Varnes: Search for VLQ (ATLAS)

• Inclusive searches
Deborah Duchardt: Model Unspecific Search (CMS)

• BSM Higgs
Sven Dildick: Light BSM Higgs (CMS)
Roberto Rossin:  HH (CMS)
Koji Sato: Neutral/charged BSM Higgs (ATLAS)
Jason Robert Veatch: Exotic Higgs decays and HH (ATLAS)

• Focus on tools and techniques for challenging signatures
• No roadmap, so we need to look everywhere combining:

• signature-based generic searches 
• model-driven targeted searches

• Topics for today:



Note on references
• Results can be found here:
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• ATLAS preliminary results: CONF-20YY-XXX
• CMS preliminary results: EXO-YY-XXX, SUS-YY-XXX, etc.

https://twiki.cern.ch/twiki/bin/view/AtlasPublic
http://cms-results.web.cern.ch/cms-results/public-results/publications/



Resonances 

Dijet resonances
• EXO-16-056 
• arXiv:1703.09127

New gauge bosons
• CONF-2017-027 : Z′ ➔ ± ±  

• CONF-2017-016 : W′ ➔ ±ν 

Dibosons
• B2G-17-001 : X ➔ VV ➔ JJ
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X ➔ VH
• B2G-17-002    : X ➔ VH ➔  qqbb
• CONF-2017-018 : X ➔ VH ➔  qqbb

X ➔ HH
• HIG-17-006    : X ➔ HH ➔ bbWW
• HIG-17-002    : X ➔ HH ➔ bbττ

• Results from full 36/fb 13 TeV dataset 

Parallel talks (CMS/ATLAS):
Jan-Frederik Schulte: Resonances with , γ, and jets CMS
Sung Won Lee: Resonances with W, Z and H bosons CMS
Petar Maksimovic: Resonances coupling to 3rd gen quarks CMS
Maurice Becker: Multi boson final states ATLAS
Mark Oreglia: VH and HH Resonances ATLAS
Chris Malena Delitzsch: VV/V+gamma Resonances ATLAS
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Figure 1: Distributions of (a) dielectron and (b) dimuon reconstructed invariant mass (m``) after selection, for data
and the SM background estimates as well as their ratio before and after marginalisation. Selected Z0

� signals with a
pole mass of 3, 4 and 5 TeV are overlaid. The bin width of the distributions is constant in log(m``) and the shaded
band in the lower panels illustrates the total systematic uncertainty, as explained in Sec. 7. The data points are
shown together with their statistical uncertainty.

A search for Z0
� signals as well as generic Z0 signals with widths from 1% to 12% is performed utilising

the LLR test described in Ref. [54]. This second approach is specifically sensitive to narrow Z0-like
signals, and is thus complimentary to the more general BH approach. To perform the LLR search, the
Histfactory [55] package, together with RooStats [56] and RooFit [57] packages are used. The p-value
for finding a Z0

� signal excess (at a given pole mass), as well as variable width generic Z0 excess (at a
given central mass and with a given width), more significant than the observed, is computed analytically,
using the test statistic q0. The test statistic q0 is based on the logarithm of the profile likelihood ratio �(µ).
The test statistic is modified for signal masses below 1.5 TeV to also quantify the significance of potential
deficits in the data. As in the BH search the SM background model is constructed using the modes of
marginalised posteriors of the nuisance parameters from the MCMC, and these nuisance parameters are
not included in the likelihood at this stage. Starting with mZ 0 of 150 GeV, multiple mass hypotheses are
tested in pole mass steps corresponding to the histogram bin width to compute the local p-values — that
is p-values corresponding to specific signal mass hypotheses. Simulated experiments (for mZ 0 > 1.5 TeV)
and asymptotic relations (for mZ 0 < 1.5 TeV) in Ref. [54] are used to estimate the global p-value, which
is the probability to find anywhere in the m`` distribution a Z0-like excess more significant than that
observed in the data.

10 Results

The data, scrutinised with the statistical tests described in the previous section, show no significant ex-
cesses. The LLR tests for a Z0

� find global p-values of 58%, 91% and 83% in the dielectron, dimuon,

14

New gauge bosons: X′➔ ±ν or ± ∓

6

CONF-2017-016CONF-2017-027

Z′➔e±e∓ 

W′➔ ±ν  
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Dijet resonances 

Dobrescu, Yu arXiv:1306.2629
12
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FIG. 1. Leading experimental limits in the coupling gB versus mass MZ′

B
plane for Z ′

B resonances. Values of gB

above each line are excluded at the 95% C.L.

note that an update of the “scouted data” anal-

ysis [23] with more luminosity by CMS (and AT-

LAS) would also push sensitivity to lower cou-

plings in the several hundred GeV mass range.

The plot is not extended above gB = 2.5,

because the U(1)B coupling constant is already

large, αB = g2B/(4π) ≈ 0.5, so that it is diffi-

cult to avoid a Landau pole. For that large cou-

pling, the current mass reach is around 2.8 TeV.

The 14 TeV LHC will extend significantly the

mass reach, and can probe smaller couplings once

enough data is analyzed. Note that couplings of

gB ≈ 0.1 can be viewed as typical (the analogous

coupling of the photon is approximately 0.3), and

even gB as small as 0.01 would not be very sur-

prising.

We also present the coupling–mass mapping

for colorons in Figure 2. For clarity, we only

show the envelope of the strongest tan θ upper

limits from all available analyses at each coloron

mass. This mapping is performed again using

leading order production. The NLO corrections

to coloron production have been computed re-

cently [48], and can vary between roughly −30%

and +20%. We do not take the NLO corrections

into account as we do not have an event gen-

erator that includes them; furthermore, there is

some model dependence in the NLO corrections

dij
et+

ISR

analysis
trigger-level

classic search

mass range method

>1500 GeV classic

600-1500 GeV trigger-level analysis

250-600 GeV ISR + resolved dijet

< 250 GeV ISR + merged dijet

Javier Duarte 
Fermilab 3

A  L O O K  AT  T H E  P H A S E  S PA C EarXiv:1306.2629
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U N I V E R S A L  Q U A R K  
C O U P L I N G  T O  

L E P T O P H O B I C  Z B’

L / gB
6
Z 0
Bµq̄�

µq

• Generic model with a leptophobic Z’ before Run 2

Techiques: Javier Duarte 
Fermilab 3

A  L O O K  AT  T H E  P H A S E  S PA C EarXiv:1306.2629
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• Generic model with a leptophobic Z’ before Run 2

• Leptophobic Z′ with couplings to quarks:
• Unexplored couplings at all Z′ masses
• Challenging to trigger for MZ′<1.5 TeV
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Figure 4: The 95% CL upper limits on the universal quark coupling g0q as a function of resonance
mass for a leptophobic Z0 resonance that only couples to quarks. The observed limits (solid),
expected limits (dashed) and their variation at the 1 and 2 standard deviation levels (shaded
bands) are shown. Dotted horizontal lines show the coupling strength for which the cross
section for dijet production in this model is the same as for a DM mediator (see text).

of narrow dijet resonance production. String resonances with masses below 7.7 TeV are ex-
cluded at 95% confidence level, as are scalar diquarks below 7.2 TeV, axigluons and colorons
below 6.1 TeV, excited quarks below 6.0 TeV, color-octet scalars below 3.4 TeV, W0 bosons below
3.3 TeV, Z0 bosons with SM-like couplings below 2.7 TeV, and Randall–Sundrum gravitons be-
low 1.7 TeV and between 2.1 and 2.5 TeV, and dark matter mediators below 2.6 TeV. The limits
on both vector and axial-vector mediators, in a simplified model of interactions between quarks
and dark matter, are also presented as functions of dark matter mass. This extends previously
reported limits in the dijet channel.
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EXO-16-056
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Figure 1: The reconstructed dijet mass distribution mj j (filled points) is shown for events with pT > 440 (60) GeV
for the leading (subleading) jet. The spectrum with |y⇤| < 0.6 is shown in (a) for events above mj j = 1.1 TeV while
the selection with |y⇤| < 1.2 is shown in (b) for events above mj j = 1.7 TeV. The solid line depicts the background
prediction from the sliding-window fit. Predictions for benchmark signals are normalized to a cross-section large
enough to make the shapes distinguishable above the data. The vertical lines indicate the most discrepant interval
identified by the BumpHunter algorithm, for which the p-value is stated in the figure. The middle panel shows the
bin-by-bin significances of the data–fit di↵erences, considering only statistical uncertainties. The lower panel shows
the relative di↵erences between the data and the prediction of Pythia 8 simulation of QCD processes, corrected for
NLO and electroweak e↵ects, and is shown purely for comparison. The shaded band denotes the experimental
uncertainty in the jet energy scale calibration.

constrained using this selection. Due to the requirements on y⇤ and pT the selection is fully e�cient
only for m j j > 1.1 TeV (1.7 TeV for the |y⇤| < 1.2 selection). Therefore, the analysis is performed above
this mass threshold. Bin widths are chosen to approximate the m j j resolution and therefore widen as the
mass increases, from about 130 GeV at the lowest m j j values to about 180 GeV at the highest. They di↵er
slightly between the |y⇤| < 0.6 and |y⇤| < 1.2 selections as the resolution also di↵ers.

Figure 1 shows the observed m j j distribution for events passing the two y⇤ selections, overlaid with
examples of the signals described in Section 7. The background estimate is illustrated by the solid red
line and is derived from the sliding-window fitting method described below. The largest value of m j j
detected is 8.12 TeV.

Prior dijet searches found that expressions of the form:

f (z) = p1(1 � z)p2zp3zp4 log z, (1)

where z = m j j/
p

s and the pi are parameters, describe dijet mass distributions observed at lower collision
energies. Some past searches required fewer terms in Eq. 1, such as by setting p4 = 0, but more parameters
are ultimately required to describe the distribution as integrated luminosity increases [23]. Searches at
CDF, as well as at ATLAS and CMS at both

p
s = 8 and

p
s = 13 TeV, previously found Eq. (1) to fit

5

Dijets with Mjj > 500 GeV
• Classic resonance search for Mjj > 1.5 TeV
• Trigger-level analyses for 500<Mjj<1500 GeV

• Entire L1 trigger: 1 kHz @ 1 MB/evt
• Dijet trigger: 3 kHz @ 1.5 kB/evt

arXiv:
1703.09127

g q
′ =

 g
B/

6
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Dijets with 250<Mjj<500 GeV

2 3 Event reconstruction, simulation and selection

QCD scaling sideband method where the events failing the mass and substructure require-
ments are used to predict the jet mass distribution from QCD in the signal region. Standard
model (SM) candles from the W and Z inclusive processes, also produced in association with
a high transverse momentum ISR jet, have a very similar topology to the Z’ signal. They are
used to validate the analysis method as a signal proxy and further constrain systematic effects
related to a potential signal. Section 5 describes the systematic uncertainties for the background
and signal contributions. This includes a validation of the Z’ tagging techniques using merged
jets from W bosons in tt̄ events. Finally, in Section 6, limits are set in the gB coupling-mass
plane in the 100-300 GeV mass range.

Z �

q

q̄

g

q̄

q

1

Figure 1: An example Feynman diagram of a Z0 ! qq̄ resonance production with an initial-
state radiation gluon.

2 CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two end-
cap sections. Forward calorimeters extend the pseudorapidity [38] coverage provided by the
barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in the
steel flux-return yoke outside the solenoid. A more detailed description of the CMS detector,
together with a definition of the coordinate system used and the relevant kinematic variables,
can be found in Ref. [38].

3 Event reconstruction, simulation and selection

This study uses proton-proton collision events from the 2015 Run 2 dataset corresponding to
2.7 fb�1 at

p
s = 13 TeV. Events are selected using a two-tier trigger system. Events satisfying

loose jet requirements at the first level (L1) are examined by the high-level trigger (HLT). We use
a logical ”OR” of the following HLT trigger requirements which make a selection on the total
hadronic transverse energy in the event (HT) and, in some cases, in conjunction with a selection
on the mass of the jet after cleaning it of soft radiation with the jet trimming technique [39]
(mtrimmed):
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Figure 2: The reconstructed dijet mass distribution (filled points) for events containing (left) a photon with pT >
150 GeV and two jets with pT > 25 GeV and |y⇤12 | < 0.8 and (right) a jet with pT > 430 GeV and two additional
jets with pT > 25 GeV and satisfying the other selection criteria described in the text. The solid line depicts the fit
to Equation 1. Predictions for a lepto-phobic Z

0 of mass 350 GeV and coupling gq = 0.3 are shown above the fit,
normalized to 50 times the predicted cross-section to render it visible. The vertical lines indicate the most discrepant
intervals identified by the B���H����� algorithm. The lower panels show the bin-by-bin Gaussian significances
of the data with respect to the events predicted by the background fit. The significances are calculated using Poisson
statistics, considering only statistical uncertainties.

significances of the data with respect to the events predicted by the background fit. The significances are
calculated using Poisson statistics, considering only statistical uncertainties.

The statistical significance of any localised excess in each m j j distribution is quantified using the B���-
H����� algorithm [48, 49]. The algorithm compares the binned m j j distribution of the data to the fitted
background estimate, considering contiguous mass intervals throughout the search range, from intervals
with a width ranging from two bins to half of the full mass range. For each interval in the scan, it computes
the statistical significance of any excess found. The algorithm identifies the interval 861 GeV–917 GeV
for the X + � search and 482 GeV–523 GeV for the X + j search, indicated by the two vertical lines in
Figure 2, as the most discrepant intervals. The statistical significance of this outcome is evaluated using
the ensemble of possible outcomes across all intervals scanned by applying the algorithm to many pseudo-
data samples drawn randomly from the background fit. Without including systematic uncertainties, the
probability that fluctuations of the background model would produce an excess at least as significant as the
one observed in the data, anywhere in the distribution, is 0.67 for the X + � search and 0.60 for the X + j

search. Thus, there is no evidence of a contribution to the mass distribution from new phenomena.

In each search, a Bayesian method [5] is applied to the m j j data and simulation of signals for discrete
mass values of the benchmark signals described above, to set 95% credibility-level (CL) upper limits on
the cross-section times acceptance for the signals described above. The limits are obtained for a discrete
set of points in the gq–mZ0 plane. The signal mass range probed by the X + � search ranges from 250 to

7
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• ISR jet + resolved dijet benefits from high ISR rate
• ISR γ + resolved dijet benefits from low threshold 

and no combinatorial concerns.
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Mjj < 250 GeV

10 7 Summary
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Figure 7: 95% confidence level upper limit on the Z’ production cross section compared to the
theoretical cross section for a Z’ with gB = 0.5, 1 (top) and the translation of that upper limit
to a limit on gB (bottom). Limits from other relevant searches are also shown. Recent ATLAS
results from Run 2 in [26, 36] are scaled to the coupling gB.
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Figure 6: Final inputs to the statistical interpretation for a Z’ mass of 135 GeV (top) and 200 GeV
(bottom). The QCD background prediction, including uncertainties, is shown in the blue boxes
while the sum of the SM processes is shown in the blue line. Contributions from the W, Z, and
Z’ are given as well. In the bottom panel, the ratio of the data to the background prediction,
including uncertainties, is shown.

2 3 Event reconstruction, simulation and selection

QCD scaling sideband method where the events failing the mass and substructure require-
ments are used to predict the jet mass distribution from QCD in the signal region. Standard
model (SM) candles from the W and Z inclusive processes, also produced in association with
a high transverse momentum ISR jet, have a very similar topology to the Z’ signal. They are
used to validate the analysis method as a signal proxy and further constrain systematic effects
related to a potential signal. Section 5 describes the systematic uncertainties for the background
and signal contributions. This includes a validation of the Z’ tagging techniques using merged
jets from W bosons in tt̄ events. Finally, in Section 6, limits are set in the gB coupling-mass
plane in the 100-300 GeV mass range.

Z �

q

q̄

g

q̄

q

1

Figure 1: An example Feynman diagram of a Z0 ! qq̄ resonance production with an initial-
state radiation gluon.

2 CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two end-
cap sections. Forward calorimeters extend the pseudorapidity [38] coverage provided by the
barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in the
steel flux-return yoke outside the solenoid. A more detailed description of the CMS detector,
together with a definition of the coordinate system used and the relevant kinematic variables,
can be found in Ref. [38].

3 Event reconstruction, simulation and selection

This study uses proton-proton collision events from the 2015 Run 2 dataset corresponding to
2.7 fb�1 at

p
s = 13 TeV. Events are selected using a two-tier trigger system. Events satisfying

loose jet requirements at the first level (L1) are examined by the high-level trigger (HLT). We use
a logical ”OR” of the following HLT trigger requirements which make a selection on the total
hadronic transverse energy in the event (HT) and, in some cases, in conjunction with a selection
on the mass of the jet after cleaning it of soft radiation with the jet trimming technique [39]
(mtrimmed):

EXO-16-030

• ISR jet + merged dijet 
• Challenge: substructure requirements for merged dijet modify mass 

shape at low mass.
• Tool: Decorrelated substructure and mass allows prediction of  

background shape at low mass
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• High mass X ➔ WW/WZ/ZZ/VH/HH
• V ➔ single jet for MX > 1 TeV.
• Hadronic final state most 

sensitive at high mass.
• ATLAS/CMS: same challenges, 

different tools and techniques

Challenge ATLAS CMS

mass 
measurement

track-assisted mass
CONF-2012-065

particle flow
PFT-10-001

pileup 
removal

jet trimming, track-
vertex association

arXiv:0912.1342, CONF-2012-065

PUPPI
arXiv:1407.6013

ISR, UE 
removal

jet trimming 
arXiv:0912.1342, CONF-2012-065

soft drop
arXiv:1402.2657

substructure 
identification

D2
arXiv:1507.03018

N-subjettiness
arXiv:1108.2701

merged X➔bb 
identification

subjet b-tagging
CONF-2016-039

global MVA
BTV-15-002

Many BSM models predict X➔VV: RS warped extra dimensions with bulk SM explain 
Planck/weak hierarchy and flavor and predict spin-2 graviton ➔ VV. [hep-ph/0701186]

1

1 Introduction

We present a search for high-mass resonances decaying to WW in the final states with one
W ! `n (` = e, µ) and the other W decaying hadronically. Such processes are prominent
features of several extensions of the standard model (SM). For example, compositeness models
predict the existence of scalar or vectorial resonances coupling to a pair of vector bosons [1, 2].
Similarly, the branching fraction of a Randall-Sundrum graviton [3, 4] to WW is enhanced if the
graviton is allowed to propagate in the bulk [5]. Figure 1 shows a Feynman diagram relevant
for the bulk graviton (G) production, including the final state considered.

G

W

W

g

g

q

q

�

`

Figure 1: Feynman diagram of bulk graviton production at the LHC, and the decay channel
considered in this study.

For large values of the resonance mass the two quarks originating from the hadronically-
decaying W boson are highly collimated and are typically reconstructed as a single massive
jet (“W-jet”). This analysis therefore uses additional information from jet substructure to fur-
ther suppress the SM background, which mainly originates from the production of W+jets, tt,
and non-resonant WW events.

The analysis is based on the proton-proton collision data at
p

s = 8 TeV collected by the CMS
experiment at the CERN LHC during 2012 and corresponding to an integrated luminosity of
19.5 fb�1. The signal is characterized as a local enhancement in the WW invariant mass dis-
tribution. The invariant mass of the WW system is estimated by approximating the neutrino
transverse momentum with the measured missing transverse energy in the event, while an es-
timate of the neutrino longitudinal momentum is then derived by imposing the constraint on
the known W mass. The mass distribution for the dominant W+jet background is determined
from events with a reconstructed W-jet mass not compatible with the W hypothesis.

2 CMS Detector

The central feature of the CMS detector is a 3.8 T superconducting solenoid of 6 m internal
diameter. Within the field volume are the silicon tracker, the crystal electromagnetic calorimeter
(ECAL), and the brass-scintillator hadron calorimeter (HCAL). The muon system is installed
outside the solenoid and embedded in the steel return yoke. The CMS tracker consists of 1440
silicon pixel and 15 148 silicon strip detector modules. The ECAL consists of nearly 76 000 lead
tungstate crystals that provide coverage in pseudorapidity |h| < 1.479 in the central barrel
region and 1.479 < |h| < 3.0 in the two forward endcap regions. The HCAL consists of a
sampling calorimeter which utilizes alternating layers of brass or steel as absorber and plastic
scintillator as active material. Muons are measured in the pseudorapidity range |h| < 2.4,

q

q
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Figure 5: Observed (black solid) and expected (black dashed) 95% CL upper limits on the
production of a narrow-width resonance decaying to a pair of vector bosons for different signal
hypotheses. Limits are set in the context of a spin-1 neutral Z0 (left) and charged W0 (right)
resonances resonance, and compared with the prediction of the HVT model B. On the bottom,
limits are set in the context of a bulk graviton decaying into WW (left) and ZZ (right) with k̃ =
0.5 and compared with the model prediction. Signal cross section uncertainties are displayed
as a red checked band.
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Figure 6: Observed (black solid) and expected (black dashed) 95% CL upper limits on the
production of an excited quark resonance decaying into qW (left) or qZ (right). Signal cross
section uncertainties are displayed as a red checked band.
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6.2 Systematic uncertainties in the signal prediction 9
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Figure 2: Final mjj distributions for the dijet analysis in the signal regions using 35.9 fb�1 of
13 TeV data. On the left, the HP, and on the right, the LP categories are shown for the WW, WZ,
and ZZ categories from top to bottom. The solid curve represents a background-only fit to the
data distribution where the filled red area corresponds to the 1 sigma statistical error of the fit.
The data are shown as black markers.
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• Heavy vector triplet model with couplings 
representative of composite Higgs.
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Figure 3: The mJJ distributions in the VH signal regions for data (points) and background estimate (histograms)
after the likelihood fit for events in the (left) 2-tag and (right) 1-tag categories. The pre-fit background expectation
is given by the blue dashed line. The expected signal distributions (multiplied by 50) for a V 0 boson with 2 TeV
mass are also shown. In the data/prediction ratio plots, arrows indicate o↵-scale points.

a ⇠ 60% overlap of data between the WH and ZH selections for both the 2-tag and 1-tag signal regions,
and this fraction is approximately constant as a function of mJJ.

8.1 Statistical Analysis

To determine if there are any statistically significant local excesses in the data, a test of the background-
only hypothesis (µ = 0) is performed at each signal mass point. The significance of an excess is quantified
using the local p0 value, the probability that the background could produce a fluctuation greater than or
equal to the excess observed in data. A global p0 is also calculated for the most significant discrepancy,
using background-only pseudo-experiments to derive a correction for the look-elsewhere e↵ect across the
mass range tested [55]. The largest deviation from the background-only hypothesis is in the ZH signal
region, occurring at mJJ ⇠ 3.0 TeV with a local significance of 3.3 �. The global significance of this
excess is 2.2 �.

The data are used to set upper limits on the cross-sections for the di↵erent benchmark signal processes.
Exclusion limits are computed using the CLs method [56], with a value of µ regarded as excluded at the
95% CL when CLs is less than 5%.
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Figure 3: The mJJ distributions in the VH signal regions for data (points) and background estimate (histograms)
after the likelihood fit for events in the (left) 2-tag and (right) 1-tag categories. The pre-fit background expectation
is given by the blue dashed line. The expected signal distributions (multiplied by 50) for a V 0 boson with 2 TeV
mass are also shown. In the data/prediction ratio plots, arrows indicate o↵-scale points.

a ⇠ 60% overlap of data between the WH and ZH selections for both the 2-tag and 1-tag signal regions,
and this fraction is approximately constant as a function of mJJ.

8.1 Statistical Analysis

To determine if there are any statistically significant local excesses in the data, a test of the background-
only hypothesis (µ = 0) is performed at each signal mass point. The significance of an excess is quantified
using the local p0 value, the probability that the background could produce a fluctuation greater than or
equal to the excess observed in data. A global p0 is also calculated for the most significant discrepancy,
using background-only pseudo-experiments to derive a correction for the look-elsewhere e↵ect across the
mass range tested [55]. The largest deviation from the background-only hypothesis is in the ZH signal
region, occurring at mJJ ⇠ 3.0 TeV with a local significance of 3.3 �. The global significance of this
excess is 2.2 �.

The data are used to set upper limits on the cross-sections for the di↵erent benchmark signal processes.
Exclusion limits are computed using the CLs method [56], with a value of µ regarded as excluded at the
95% CL when CLs is less than 5%.
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Appendix

Figure 5 shows the p-value as a function of resonance mass for both channels.
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Figure 5: p-value as a function of resonance mass for the (left) ZH and (right) WH channels.

Figure 6 shows the signal acceptance ⇥ e�ciency as a function of resonance mass.
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Figure 6: Signal acceptance ⇥ e�ciency as a function of resonance mass.
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• Coinciding excesses in 1-tag and 2-tags categories.
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each category are free to float. Systematic uncertainties are treated as nuisance parameters and
are profiled in the statistical interpretation [63–66]. The background-only hypothesis is tested
against the X ! VH signal in the 8 exclusive categories. The asymptotic modified frequen-
tist method is used to determine limits at 95% CL on the contribution from signal. Limits are
derived on the product of the cross section for a heavy vector boson X and the branching frac-
tions for the decays X ! VH and H ! bb, denoted s(X)B(X ! VH)B(H ! bb). No specific
assumption is made on B(H ! bb), since this decay channel has not yet been measured.

The results are presented in the spin-1 W’ or Z’ heavy singlet hypothesis, and shown in Fig. 5
and compared to the cross sections expected in HVT model A (gV = 1) and model B (gV = 3).
The uncertainties on the PDF scale, and factorization and renormalization scale are not profiled
in the likelihood fit, as they are reported separately as uncertainties on the model cross section.
With the current data set, a narrow W’ resonance with mW0  3.27 and 3.10 TeV can be excluded
at 95% CL, except in a limited region between 2.54–2.76 TeV and 2.46–2.82 TeV, as well as Z’
resonance with mZ0  2.41 and 2.31 TeV in the HVT model B (gV = 3) and model A (gV = 1),
respectively. The exclusion limits for the heavy vector triplet hypothesis are also presented
in Fig. 6, excluding a mass range from 1.00–2.66 and 2.72–3.39 TeV in the benchmark model B
and significantly extending the reach with respect to the

p
s = 8 TeV and

p
s = 13 TeV CMS

searches [19, 28]. In model A, the excluded range is between 1.00–2.51 TeV and 2.80–3.26 TeV.
The excess observed by ATLAS with a local significance of 3.5 standard deviations at mW0 ⇠
3.0 TeV [30] is not confirmed.
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Figure 5: Observed and expected 95% CL upper limits on s(W0)B(W0 ! WH)B(H ! bb)
(left) and s(Z0)B(Z0 ! ZH)B(H ! bb) (right) as a function of the resonance mass for a
single narrow spin-1 resonance, including all statistical and systematic uncertainties. The inner
green and outer yellow bands represent the ±1 and ±2 standard deviation uncertainties on the
expected limit. The red and purple solid curves correspond to the cross sections predicted by
the HVT model B (gV = 3) and model A (gV = 1), respectively.

The exclusion limit shown in Fig. 6 can be interpreted as a function of the coupling strength of
the heavy vectors to the SM bosons and fermions in the

⇥
gVcH, g2cF/gV

⇤
plane. The excluded

region of the parameter space for narrow resonances relative to the combination of all the con-
sidered channels is shown in Fig. 7. The fraction of the parameter space where the natural
width of the resonances is larger than the typical experimental resolution of 4%, and thus the
narrow width approximation is not valid, is also indicated in Fig. 7.
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resonances, respectively. The corresponding excluded Heavy Vector Triplet Model B signal mass ranges
are 1.10 – 2.50 TeV for WH resonances, and 1.10 – 2.60 TeV for ZH resonances.

14

CMS X ➔ VH ➔ JJbb

14

B2G-17-002

• No excess at 3 TeV

CONF-2017-018



15

• bbWW ➔ bb+ ν ν
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5

irreducible (tt production), the DNNs exploit information related to object kinematics. The
variables provided as input to the DNNs exploit the presence in the signal of two Higgs bosons
decaying into two b-jets on the one hand, and two leptons and two neutrinos on the other
hand, which results in different kinematics for the di-lepton and di-jet systems between signal
and background processes. The set of variables used as input is: mll, DRll, DRjj, Dfll,jj, defined
as the Df between the di-jet and the di-lepton systems, pll

T, pjj
T, min

�
DRj,l

�
, and MT, defined as

MT =
q

2pll
TEmiss

T (1 � cos(Df(ll, Emiss
T ))).

The DNNs utilize the parameterised machine learning technique [61] in order to ensure optimal
sensitivity on the full range of signal hypotheses considered in these searches. In this approach,
one or more physics parameters describing the wider scope of the problem are provided as
input to the DNN, in addition to reconstructed quantities. The parameterised network is able
to perform as well as individual networks trained on specific hypotheses (parameter values)
while requiring only a single training, and provides a smooth interpolation to cases not seen
during the training phase.

Two parameterised DNNs are trained: one for the resonant and one for the non-resonant
search. In the case of the resonant search, the set of parameters are the mass of the reso-
nance, providing 13 values for the network training (mX = 260, 270, 300, 350, 400, 450, 500,
550, 600, 650, 750, 800, 900 GeV), and a discrete variable indicating the di-lepton flavour com-
bination: same flavour (e+e� and µ+µ�) or different flavour (e±µ⌥). For the non-resonant
search, the parameters are kl and kt, providing 32 combinations of those for the network train-
ing (kl = �20,�5, 0, 1, 2.4, 3.8, 5, 20 and kt = 0.5, 1, 1.75, 2.5), and the flavour variable as in the
resonant case.

The mjj distributions, and resonant and non-resonant DNN discriminants after selection cuts
are shown in Fig. 3 and Fig. 4 respectively. Given their discrimination power between signal
and background, both variables are used to enhance the sensitivity of the analysis. We define
three regions in mjj: two of them enriched in background, mjj < 75 GeV and mjj � 140 GeV,
and the other enriched in signal, mjj 2 [75, 140[. For each region, we use the DNN output as our
final discriminant, as shown in Fig. 5, where the three mjj regions are represented in a single
distribution.
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Figure 3: The mjj distribution for data and simulated events after requiring all selection cuts
in the ee (left), eµ and µe (middle), and µµ (right) channels. The various signal hypotheses
displayed have been scaled to a cross-section of 5 pb.
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Figure 2: Distributions of the events observed in the signal regions of the teth final state. The
first, second, and third row show the resolved 1b1j, 2b0j, and boosted regions respectively. Fig-
ures (a),(b),(d),(e),(g) show the distribution of the MKinFit

HH variable and Figures (c),(f),(h) show
the distribution of the MT2 variable. Points with error bars represent the data and shaded his-
tograms represent the backgrounds, while the solid lines represent the expected signal yields
and are not stacked to the background histograms. The dashed areas correspond to the sys-
tematic uncertainty band of the background estimates. Distributions and nuisances are shown
after the fit to the observed data.
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Dark matter

mono-jet, mono-Z, mono-photon

1

1 Introduction

The existence of dark matter (DM) presents strong evidence for physics beyond the standard
model (SM) [1, 2]. However, there is no experimental evidence of its nongravitational inter-
action with SM particles. The CERN LHC provides an opportunity to probe this interaction
by directly producing DM in proton-proton collisions. In many models, DM particles interact
with SM particles through a spin-0 or spin-1 mediator [3–5]. These interactions can be classified
into four different types, depending on whether the mediator is a vector, axial-vector, scalar,
or a pseudoscalar particle. The spin-0 mediators are assumed to couple to the SM particles via
Yukawa-like couplings. The SM Higgs boson is a specific example of a scalar that may couple
to the DM particles.

If DM and SM particles interact, the former may be pair-produced in the proton-proton colli-
sions at the LHC. While the DM particles would not produce observable signals in the detector,
they may recoil with large transverse momentum pT against additional jets radiated from the
initial state, resulting in an overall transverse momentum imbalance in the collision event. This
is referred to as a ‘monojet’ final state. Figure 1a shows the monojet production mechanism as-
suming a spin-1 mediator (Z’), and it is similar to the SM Z+jets production. The DM particle
pair may also be produced in association with a weak boson resulting in a ‘mono-V’ final state,
where V stands for the W or Z boson. Figure 1b shows the mono-V production diagram for a
spin-1 mediator, and it resembles the SM diboson production. The production mechanism for
a scalar or pseudoscalar mediator (S) is similar to that of the SM Higgs boson, and proceeds
through gluon fusion for the monojet final state and vector boson (W or Z) associated produc-
tion in the case of the mono-V final state, as shown in Figs. 2a and 2b, respectively. Several
searches have been performed at the LHC using the monojet and mono-V channels [6–12].
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Figure 1: Monojet (a) and mono-V (b) production diagrams for a spin-1 mediator.
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Figure 2: Monojet (a) and mono-V (b) production diagrams for a spin-0 mediator.

This physics analysis summary presents the results of a combined search for new physics in
the monojet and mono-V final states. Hadronic decays of the W and Z bosons are targeted in
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Fig. 1. Example of Feynman diagrams of leading-order processes leading to monotop events: (left) production of a coloured
scalar resonance S decaying into a top quark and a spin-1/2 fermion f

met

in the resonant model, and (middle) s- and (right) t-
channel non-resonant production of a top quark in association with a spin-1 boson v

met

in the non-resonant model.

mass of 172.5 GeV. It has been calculated at next-to-next-
to-leading order (NNLO) in QCD including resumma-
tion of next-to-next-to-leading logarithmic (NNLL) soft
gluon terms [41–46] with the program Top++ v2.0 [47].
The PDF and ↵

S

uncertainties were calculated using the
PDF4LHC prescription [48] with the MSTW2008 68% CL
NNLO [32, 33], CT10 NNLO [36, 37] and NNPDF2.3 5f
FFN [49] PDF sets, added in quadrature to the scale un-
certainty. The single-top cross-sections are obtained from
approximate NNLO calculations: 87.8+3.4

�1.9

pb (t-channel),
22.4±1.5 pb (Wt process) and 5.6±0.2 pb (s-channel) [50–
52].

The Alpgen LO generator v2.14 [53] is used with
Pythia v6.426 to generate events with a W boson pro-
duced in association with light or heavy quarks (W+light-
quarks, W+bb, W+cc, W+c) and Z+jets events. The
Alpgen matrix elements include diagrams with up to
five additional partons. To remove overlaps between the n
and n+1 parton samples the MLM matching scheme [54]
is used. Double counting between the W+n parton sam-
ples and samples with associated heavy-quark pair pro-
duction is removed utilising an overlap removal based
on a �R =

p
(�⌘)2 + (��)2 matching criterion. Dibo-

son samples (WW , ZZ, and WZ) where at least one of
the bosons decays leptonically are modelled by Herwig
v6.52 [55]. The single-boson and diboson simulation sam-
ples are normalised to the production cross-sections cal-
culated at NNLO [56, 57] and NLO [58], respectively.

After event generation, all signal and background sam-
ples are passed through the full simulation of the ATLAS
detector [59] based on GEANT4 [60] and reconstructed
using the same procedure as for collision data. All Monte
Carlo (MC) samples are simulated with pile-up2 and re-
weighted to have the same distribution of the mean num-
ber of interactions per bunch-crossing as in the data sam-
ple (20.7 on average).

2 Extra proton–proton interactions from the same and pre-
vious bunch-crossings.

4 Selection and background estimation

The experimental signature of the monotop events is one
isolated charged lepton (electron or muon) from the W
decay, large missing transverse momentum, and one jet
identified as likely to have originated from a b-quark (b-
tagged).

Electrons are identified as energy clusters in the elec-
tromagnetic calorimeter matched to reconstructed tracks
in the inner detector [61–63]. Electron candidates are re-
quired to be isolated from other objects in the event and
from hadronic activity to reduce the contamination by
mis-reconstructed hadrons, electrons from heavy-flavour
decays, and photon conversions. Muons are reconstructed
using information from the muon spectrometer and the
inner detector [64]. An isolation criterion [65] is applied
to reduce the contribution of muons from heavy-flavour
decays. The reconstructed charged lepton is required to
have a transverse momentum p

T

> 30 GeV to ensure a
constant trigger e�ciency and to have |⌘| < 2.5 for muons
and |⌘| < 2.47 for electrons (for the latter, the electro-
magmetic calorimeter barrel–endcap transition region 1.37
< |⌘| < 1.52 is excluded).

Jets are reconstructed using the anti-k
t

algorithm [66]
with a radius parameter R = 0.4 and calibrated to the
hadronic energy scale [67]. Jets are required to have p

T

>
25 GeV and |⌘| < 2.5. To suppress jets from in-time pileup,
at least 50% of the scalar p

T

sum of the tracks associated
with a jet is required to be from tracks associated with
the primary vertex. This jet vertex fraction requirement
is applied only for jets with p

T

< 50 GeV and |⌘| < 2.4.
Exactly one jet is selected, and is required to be b-

tagged. The b-tagging techniques are based on proper-
ties specific to b-hadrons, such as long lifetime and large
mass [68]. This analysis uses a neural-network-based b-
tagger which combines several b-tagging algorithms. The
chosen working point corresponds to a b-tagging e�ciency
of 57% and a light-quark selection e�ciency of 0.2%, as
obtained in simulated tt̄ events.

The missing transverse momentum (with magnitude
Emiss

T

) is the negative vector sum of the transverse mo-
mentum associated with topological clusters of energy
deposits in calorimeter cells and is further refined with
object-level corrections from identified electrons, muons,
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Fig. 1 Dominant Feynman diagrams for DM production in
conjunction with (a) a single b-quark and (b) a heavy quark
(bottom or top) pair using an e↵ective field theory approach.
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Fig. 2 Example of DM production in the b-FDM model.

operators are normalized by m
q

, which mitigates con-
tributions to flavour-changing processes, strongly con-
strained by flavour physics observables [24,25], through
the framework of minimal flavour violation (MFV). The
dependence on the quark mass makes final states with
bottom and top quarks the most sensitive to these op-
erators.

This search is also sensitive to tensor couplings be-
tween DM and quarks. The tensor operator (D9), which
describes a magnetic moment coupling, is parameter-
ized as [12]:

O
tensor

=
X

q

1

M2

⇤
�̄�µ⌫�q̄�

µ⌫

q. (2)

MFV suggests that the D9 operator should have a mass
dependence from Yukawa couplings although canoni-
cally this is not parametrised as such.

The results are also interpreted in light of a bottom-
Flavoured Dark Matter model (b-FDM) [26]. The b-
FDMmodel was proposed to explain the excess of gamma
rays from the galactic centre, recently observed by the
Fermi Gamma-ray Space Telescope, and interpreted as
a signal for DM annihilation [27]. This analysis of the
data recorded by the Fermi-LAT collaboration favours
DM with a mass of approximately 35 GeV annihilating
into b-quarks via a coloured mediator. In this model, a
new scalar field, �, mediates the interactions between
DM and quarks as shown in Fig. 2. DM is assumed to
be a Dirac fermion that couples to right-handed, down-

type quarks. The lightest DM particle, which consti-
tutes cosmic DM, preferentially couples to b-quarks.
The collider signature of this model is b-quarks pro-
duced in association with missing transverse momen-
tum. This analysis sets constraints on the mass of the
mediator and DM particle in the framework of the b-
FDM model.

2 Detector description and physics objects

The ATLAS detector [33] at the LHC covers the pseu-
dorapidity1 range of |⌘| < 4.9 and is hermetic in azi-
muth �. It consists of an inner tracking detector sur-
rounded by a superconducting solenoid, electromagnetic
and hadronic calorimeters, and an external muon spec-
trometer incorporating large superconducting toroidal
magnets. A three-level trigger system is used to select
events for subsequent o✏ine analysis. The data set used
in this analysis consists of 20.3 fb�1 of pp collision data
recorded at a centre-of-mass energy of

p
s = 8 TeV with

stable beam conditions [34] during the 2012 LHC run.
All subsystems listed above were required to be opera-
tional.

This analysis requires the reconstruction of muons,
electrons, jets, and missing transverse momentum. Muon
candidates are identified from tracks that are well recon-
structed inside both the inner detector and the muon
spectrometer [35]. To reject cosmic-ray muons, muon
candidates are required to be consistent with produc-
tion at the primary vertex, defined as the vertex with
the highest ⌃(ptrack

T

)2, where ptrack
T

refers to the trans-
verse momentum of each track. Electrons are identified
as tracks that are matched to a well-reconstructed clus-
ter in the electromagnetic calorimeter. Electron can-
didates must satisfy the tight electron shower shape
and track selection criteria of Ref. [36]. Both electrons
and muons are required to have transverse momenta
p
T

> 20 GeV and |⌘| < 2.5. Potential ambiguities be-
tween overlapping candidate objects are resolved based
on their angular separation. If an electron candidate
and a jet overlap within �R < 0.2, then the object is
considered to be an electron and the jet is discarded.
If an electron candidate and any jet overlap within
0.2 < �R < 0.4, or if an electron candidate and a

1 ATLAS uses a right-handed coordinate system with its
origin at the nominal interaction point (IP) in the centre of
the detector, and the z-axis along the beam line. The x-axis
points from the IP to the centre of the LHC ring, and the y-
axis points upwards. Cylindrical coordinates (r, �) are used
in the transverse plane, � being the azimuthal angle around
the beam line. The pseudorapidity ⌘ is defined in terms of
the polar angle ✓ as ⌘ = � ln tan(✓/2). Observables labeled
“transverse” are projected into the x–y plane.

mono-tt, 
mono-bb

mono-Higgs

H0 ➔  invisible

Model-specific recoil
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• What if non-interacting dark matter 
is produced alone in our detectors?

• Trigger on recoil.

New DM results
•arXiv:1705.03848 : DM + ISR γ 
•CONF-2017-024  : DM + H➔γγ 
•CONF-2017-028  : DM + H➔bb

Parallel talk
Marco Cipriani: Searches for dark matter at CMS
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Table 5: Observed event yields in 36.1 fb�1 of data compared to expected yields from SM backgrounds in all signal
regions, as predicted from the simultaneous fit to their respective CRs (see text). The first three columns report the
yields obtained from the inclusive-SR fit, while the two last columns report the yields obtained from the multiple-bin
fit. The uncertainty includes both the statistical and systematic uncertainties described in Section 8. The individual
uncertainties can be correlated and do not necessarily add in quadrature to equal the total background uncertainty.
The observed number of events in the four CRs relative to each SR is also shown.

SRI1 SRI2 SRI3 SRE1 SRE2

Observed events 2400 729 236 1671 493

Fitted Background 2600±160 765±59 273±37 1900±140 501±44

Z(! ⌫⌫)� 1600±110 543±54 210±35 1078±89 342±41
W(! `⌫)� 390±24 109±9 33±4 282±22 75±8
Z(! ``)� 35±3 7.8±0.8 2.2±0.4 27±3 5.7±0.7
� + jets 248±80 22±7 5.2±1.0 225±80 17±6
Fake photons from electrons 199±40 47±11 13±3 152±28 34±8
Fake photons from jets 152±22 37±15 9.7+10

�9.7 115±24 27±9

Observed events in 1muCR 1083 343 116 740 227

Observed events in 2muCR 254 86 27 168 59

Observed events in 2eleCR 181 59 21 122 38

Observed events in PhJetCR 5064 5064 5064 5064 5064
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Figure 3: Distribution of Emiss
T (left) and of E�T (right) in the signal regions for data and for the expected total

background; the total background expectation is normalised using the k0-factors derived from the multiple-bin fit.
Overflows are included in the third bin. The error bars are statistical, and the dashed band includes statistical
and systematic uncertainties determined by the fit. The expected yield of events from the simplified model with
m� = 10 GeV and an axial-vector mediator of mass mmed = 700 GeV with gq = 0.25 and g� = 1.0 is stacked on top
of the background prediction. The lower panel shows the ratio of data to expected background event yields.
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Figure 4: The observed and expected 95% CL exclusion contours for a simplified model of dark-matter production
involving an axial-vector operator, Dirac DM and couplings gq = 0.25, g� = 1 and g` = 0 as a function of the
dark-matter mass m� and the mediator mass mmed (upper left). The plane under the limit curve is excluded. The
same is shown for an axial-vector operator with couplings gq = 0.1, g� = 1 and g` = 0.1 (top right), for a vector
operator with couplings gq = 0.25, g� =1 and g` = 0 (bottom left) and for a vector operator with couplings gq = 0.1,
g� = 1 and g` = 0.01 (bottom right). The region on the left is excluded by the perturbative limit which is relevant
for axial-vector mediators [77]. The relic density curve [74, 76] is also shown: at higher mediator masses, the DM
would be overabundant; at lower values, it would be underabundant; for the axial-vector scenario shown in the
upper right figure, the region above the relic density curve at high dark-matter masses is also overabundant.
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1 Introduction

Multiple theories of physics beyond the Standard Model (BSM) predict a high production rate of events
containing a photon with a high transverse energy (E�T) and large missing transverse momentum (Emiss

T ,
with magnitude Emiss

T ) referred to as � + Emiss
T events, in pp collisions. The search for energetic � + Emiss

T
events, whose rates have a low expected contribution from Standard Model (SM) processes, can thus
provide sensitivity to new physics models [1–5], also related to dark matter (DM). Although the existence
of DM is well established [6], its nature is yet unknown. One candidate is a weakly interacting massive
particle (WIMP, also denoted by �) that interacts with SM particles with a strength similar to the weak
interaction. If WIMPs interact with quarks via a mediator particle, pairs of WIMPs are produced in pp
collisions at su�ciently high energy. The ��̄ pair is invisible to the detector, but the radiation of an
initial-state photon in qq̄! ��̄ interactions [7] can produce detectable � + Emiss

T events.

E↵ective field theories (EFT) with various forms of interaction between the WIMPs and the SM particles
are a powerful model-independent approach for the interpretation of DM production in pp collisions [7].
However, the typical momentum transfer in pp collisions at the LHC can often exceed the cut-o↵ scale
below which the EFT approximation is valid. Simplified models that involve the explicit production of
the intermediate state, as shown in Figure 1 (left), avoid this limitation. This paper focuses on simplified
models assuming Dirac-fermion DM candidates produced via an s-channel mediator with vector or axial-
vector interactions [8–10]. There are five free parameters in this model: the WIMP mass m�, the mediator
mass mmed, the width of the mediator �med, the coupling gq of the mediator to quarks, and the coupling
g� of the mediator to the dark-matter particle. In the limit of a large mediator mass, these simplified
models map onto the EFT operators, with the suppression scale1 M⇤ linked to mmed by the relation M⇤ =
mmed/

p
gqg� [11].

The paper also considers a specific dimension-7 EFT operator with direct couplings between DM and
electroweak (EW) bosons, for which there is neither a corresponding simplified model nor a simplified
model yielding similar kinematic distributions implemented in an event generator [10, 12]. The process
describing a contact interaction of type ����̄ is shown in Figure 1 (right). In this model, DM production
proceeds via qq̄ ! � ! ���̄, generating an energetic photon without requiring initial-state radiation.
There are four free parameters in this model: the EW coupling strengths k1 and k2 (which respectively
control the strength of the coupling to the SM U(1) and SU(2) gauge sectors), m�, and the suppression
scale M⇤.

�

�̄

med

q̄

q

�

q

q̄
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�

�

�̄

Figure 1: Pair production of dark-matter particles (��̄) in association with a photon via an explicit s-channel medi-
ator (left), or via an e↵ective ����̄ vertex (right).

1 The suppression scale, also referred to as ⇤, is the e↵ective mass scale of particles that are integrated out in an EFT. The
non-renormalisable operators are suppressed by powers of 1/M⇤.
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1 Introduction

Multiple theories of physics beyond the Standard Model (BSM) predict a high production rate of events
containing a photon with a high transverse energy (E�T) and large missing transverse momentum (Emiss

T ,
with magnitude Emiss

T ) referred to as � + Emiss
T events, in pp collisions. The search for energetic � + Emiss

T
events, whose rates have a low expected contribution from Standard Model (SM) processes, can thus
provide sensitivity to new physics models [1–5], also related to dark matter (DM). Although the existence
of DM is well established [6], its nature is yet unknown. One candidate is a weakly interacting massive
particle (WIMP, also denoted by �) that interacts with SM particles with a strength similar to the weak
interaction. If WIMPs interact with quarks via a mediator particle, pairs of WIMPs are produced in pp
collisions at su�ciently high energy. The ��̄ pair is invisible to the detector, but the radiation of an
initial-state photon in qq̄! ��̄ interactions [7] can produce detectable � + Emiss

T events.

E↵ective field theories (EFT) with various forms of interaction between the WIMPs and the SM particles
are a powerful model-independent approach for the interpretation of DM production in pp collisions [7].
However, the typical momentum transfer in pp collisions at the LHC can often exceed the cut-o↵ scale
below which the EFT approximation is valid. Simplified models that involve the explicit production of
the intermediate state, as shown in Figure 1 (left), avoid this limitation. This paper focuses on simplified
models assuming Dirac-fermion DM candidates produced via an s-channel mediator with vector or axial-
vector interactions [8–10]. There are five free parameters in this model: the WIMP mass m�, the mediator
mass mmed, the width of the mediator �med, the coupling gq of the mediator to quarks, and the coupling
g� of the mediator to the dark-matter particle. In the limit of a large mediator mass, these simplified
models map onto the EFT operators, with the suppression scale1 M⇤ linked to mmed by the relation M⇤ =
mmed/

p
gqg� [11].

The paper also considers a specific dimension-7 EFT operator with direct couplings between DM and
electroweak (EW) bosons, for which there is neither a corresponding simplified model nor a simplified
model yielding similar kinematic distributions implemented in an event generator [10, 12]. The process
describing a contact interaction of type ����̄ is shown in Figure 1 (right). In this model, DM production
proceeds via qq̄ ! � ! ���̄, generating an energetic photon without requiring initial-state radiation.
There are four free parameters in this model: the EW coupling strengths k1 and k2 (which respectively
control the strength of the coupling to the SM U(1) and SU(2) gauge sectors), m�, and the suppression
scale M⇤.
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Figure 1: Pair production of dark-matter particles (��̄) in association with a photon via an explicit s-channel medi-
ator (left), or via an e↵ective ����̄ vertex (right).

1 The suppression scale, also referred to as ⇤, is the e↵ective mass scale of particles that are integrated out in an EFT. The
non-renormalisable operators are suppressed by powers of 1/M⇤.
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Figure 2. 95% CL exclusion regions in Mmed � mDM plane for di↵erent /ET based DM searches
from CMS in the lepto-phobic AV and V models. It should be noted that the exclusion regions and
relic density contours in this plot are not applicable to other choices of coupling values or models.
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Figure 3. A comparison of CMS results to the mDM–�SD plane. Unlike in the mass-mass plane, the
limits are shown at 90% CL. The CMS contour in the SD plane is for an Axial Vector mediator,
Dirac DM and couplings gq = 0.25 and gDM = 1. The SD exclusion contour is compared with
limits from the PICO experiments, the IceCube limit for the tt̄ annihilation channel and the Super-
Kamiokande limit for the bb̄ annihilation channel. It should be noted that the CMS limits do not
include a constraint on the relic density and also the absolute exclusion of the di↵erent CMS searches
as well as their relative importance will strongly depend on the chosen coupling and model scenario.
Therefore, the shown CMS exclusion regions in this plot are not applicable to other choices of
coupling values or models.
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• Dijet resonance search : sensitivity to direct mediator production
• Complementary with direct detection: collider searches have 

good sensivity at low mass and for spin-dependent 𝝌-N coupling.

depends on 
gq, g𝝌 choice

Mono-X not sensitive 
where Mmed<2M𝝌



Higgs + MET
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H➔γγ: CONF-2017-024
H➔bb: CONF-2017-028

• Important for testing Z′-2HDM
• H➔bb : sensitivity in the bulk of m(A) vs m(Z′) space in Z′-2HDM
• H➔γγ : sensitivity for m(A) < 300 GeV.

H➔bb

H➔bb



Gluino / Inclusive
• SUS-16-033 (arXiv:1704.07781) : 0  MHT

• SUS-16-036 : 0   MT2

• SUS-16-037 : 1   ΣMJ

• SUS-16-042 : 1   Δφ 
• CONF-2017-021 : 0 +1  b-jets+MET 
• CONF-2017-022 : 0  2-6 jets (recursive jigsaw)

Stop/sbottom
• SUS-16-049 : 0
• CONF-2017-020 : 0
• SUS-16-051 : 1
• SUS-16-032 : sbottom and compressed stop
• CONF-2017-019 : 3 1b+1 4b for stop➔ tt+ZH+MET

Electroweakino
• SUS-16-034 : ± ∓ +jets+MET

• SUS-16-039 : 3  + MET

• SUS-16-048 : 2 soft 

R-parity violating SUSY
• CONF-2017-025 : stop ➔ jj
• CONF-2017-013 : 1 +jets
• EXO-16-029 : stop ➔ jj (low mass)
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Many new 36 fb-1 SUSY  results

Parallel talks:
Nadja Strobbe: Fully hadronic final states with CMS
Zhenbin Wu: 3rdt gen squarks with CMS
Minsuk Kim: EWKinos with CMS
Basil Schneider: Dilepton final states with CMS
Menglei Sun: SUSY with photons in CMS
Othmane Rifki: Squarks and gluinos with ATLAS
Fabrizio Miano: 3rd gen squarks with ATLAS
Zara Jane Grout: EWK SUSY with ATLAS

Long-lived particles
• EXO-16-003 displaced jets
• CONF-2017-026 : displaced vertices
• CONF-2017-017 : disappearing tracks
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Why SUSY?
 Explains dark matter

 Lightest SUSY particle = LSP
 Explains hierarchy problem : shields
Higgs mass from radiative corrections

 Helps unify forces

Supersymmetry (SUSY)

u d e νe

c s μ νμ

t b τ ντ
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γ Z0 W± g

SM particles SUSY partners
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4

Higgs and gauge boson superpartners mix forming “electroweakinos”

For explaining Higgs mass:  
• gluino mass < 2 TeV
• stop mass < 1 TeV
• higgsinos < 300 GeV
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ATLAS: optimized for discovery at edge of existing limits
CMS : General search; probe full phase space by 
combining many bins.

0 b-jets 1 b-jet 2 b-jets 3+ b-jets

jets
  2

jets
3-4

jets
5-6

jets
7-8

jets
 9+

    tt QCD   Z+jets W+jets Other

CMS            Supplementary (Simulation) (13 TeV)
 > 300 GeVTH

 > 300 GeVmiss
TH

Type Variables
Energy scale HT, MT2, Razor MR, MHT+ΣpTj, RJR H11PP

Missing energy MET, MHT, MT2CMS, RJR HTn1PP

E structure Njets

Flavor Nbjets

Hybrid MHT/√HT [missing/scale]
ΣMj [scale/structure], Razor R2 [missing/scale]

All analyses choose one variable of each type (CMS, ATLAS): 

SUS-16-033

arXiv:1605.01416; Cohen, Dolan, El Hedri, JFH, Tran, Whitbeck

• presence of ±, b-jets depends on quark flavor
• Hadronic final state most sensitive
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Figure 9: The observed numbers of events and prefit SM background predictions in the 174
search regions of the analysis, where “prefit” means there is no constraint from the likelihood
fit. Numerical values are given in Tables B.1–B.5. The hatching indicates the total uncertainty
in the background predictions. The lower panel displays the fractional differences between the
data and SM predictions. The labeling of the bin numbers is the same as in Fig. 3.

These results significantly extend those of our previous study [17], for which the corresponding
limits vary between 1440 and 1600 GeV.

The corresponding results for the T1tbtb model and for the mixed models of gluino decay to
heavy squarks are shown in the lower row of Fig. 12. In this case gluinos with masses as large
as 1850 to 1880 GeV are excluded, extending the limits of between 1550 and 1600 GeV presented
in Ref. [19]. Note that for the T1tbtb model, the acceptance is small for mec0

1
. 25 GeV and we

are unable to exclude the scenario. The reason is that as mec0
1

approaches zero, the mass of
the nearly mass-degenerate ec±

1 parent particle also becomes small. The ec±
1 becomes highly

Lorentz boosted, and more of the momentum from the parent ec±
1 is carried by the daughter

off-shell W boson [see Fig. 1 (upper right)] and less by the daughter ec0
1. The net effect is that

the Hmiss
T spectrum becomes softer for hadronic W⇤ decays, leading to reduced signal accep-

tance, while the charged-lepton or isolated-track pT spectrum becomes harder for leptonic W⇤

decays, increasing the probability for the event to be vetoed and thus also leading to reduced
signal acceptance. Furthermore, jets arising from the W⇤ decay tend to be aligned with the
missing transverse momentum from the ec0

1. When these jets become harder, as mec0
1

becomes
small, they are more likely to appear amongst the highest pT jets in the event, causing the
event to be rejected by the DfHmiss

T ,ji
requirements. Because of the small signal acceptance for

mec0
1
! 0, the relative contribution of signal contamination in this region becomes comparable

to the true signal content, and a precise determination of the search sensitivity becomes dif-
ficult. Therefore, for the T1tbtb model, we limit our determination of the cross section upper

23

experimental systematic uncertainties in the signal are taken into account for this calculation. All the
regions of the multi-bin analysis are statistically combined to set model-dependent upper limits on the
Gbb, Gtt and variable branching ratio models.

The 95% CL observed and expected exclusion limits for the Gbb and Gtt models are shown in the LSP
and gluino mass plane in Figures 10(a) and 10(b), respectively. The ±1�SUSY

theory lines around the observed
limits are obtained by changing the SUSY cross-section by one standard deviation (±1�), as described in
Section 4. The yellow band around the expected limit shows the ±1� uncertainty, including all statistical
and systematic uncertainties except the theoretical uncertainties in the SUSY cross-section. The increase
in integrated luminosity leads to an expected improvement of more than (200 GeV) 300 GeV in the gluino
mass sensitivity of the current search compared to the previous results [14], assuming massless LSPs in
the Gbb (Gtt) models. Gluinos with masses below 1.92 (1.97) TeV are excluded at 95% CL for neutralino
masses lower than 300 GeV in the Gbb (Gtt) model. The observed limit for the Gtt model at high gluino
mass is significantly weaker than the expected limits due to the mild excesses observed in the signal
regions SR-0L-HH and SR-1L-HI of the multi-bin fit analysis. The best exclusion limit on the LSP mass
is approximately 1.19 (1.20) TeV, which is reached for a gluino mass of approximately 1.68 (1.40) TeV
for Gtt and Gbb models, respectively.
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Figure 10: Exclusion limits in the �̃0
1 and g̃ mass plane for (a) the Gbb and (b) the Gtt models obtained in the

context of the multi-bin analysis. The dashed and solid bold lines show the 95% CL expected and observed limits,
respectively. The shaded bands around the expected limits show the impact of the experimental and background
theoretical uncertainties. The dotted lines show the impact on the observed limit of the variation of the nominal
signal cross-section by ±1� of its theoretical uncertainty. The 95% CL expected and observed limits from the
ATLAS search based on 2015 data [14] are also shown.

Limits are also set in the signal model described in Section 2 for which the branching ratios of the gluinos
to tb �̃±1 (with �̃±1 ! f f̄ 0 �̃0

1), tt̄ �̃0
1, and bb̄ �̃0

1 are allowed to vary, with a unitarity constraint applied on the
sum of the three branching ratios. For a m( �̃0

1) = 1 GeV, all branching ratio configurations are excluded
at 95% CL for a gluino with a mass of 1.5 TeV, while no configuration is excluded for a hypothesis of
m(g̃) = 2.1 TeV, despite an expected exclusion at 95% CL for BR(g̃ ! tt̄ �̃0

1) > 75%. For an intermediate
gluino mass of 1.9 TeV, this analysis is expected to be sensitive to most of the configuration, except for
BR(g̃ ! tb �̃0

1) > 10%. Nevertheless, due to the mild excess observed in SR-0L-HH and SR-1L-HI, the
observed limits are looser and all configurations in which BR(g̃ ! tb �̃0

1) < 40% are excluded.
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• simplified model captures kinematic 
variation in Δm = m(g) - m(𝝌0)

Gluino search results

CONF-2017-021

SUS-16-033
• sensitivity degrades at small Δm where 

MET and HT are low

~
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Figure 1: Diagrams representing the pair production of top squarks and their subsequent decay
modes that are studied in this document.

ec±
1 is only 5 GeV greater than that of the ec0

1, with the W bosons resulting from chargino decays
consequently being produced far off-shell.

In scenarios with Dm less than the W boson mass, the et1 can decay through: a flavor-changing
neutral current process (et1 ! cec0

1, where c is the charm quark); or through the T2tt model
with off-shell t and W; or through the T2bW model with off-shell W bosons, which will be
referred to as the “T2cc”, “T2ttC”, and “T2bWC” models, respectively, where C represents the
compressed hypothesis. The signature of such low Dm models is experimentally challenging
since the visible decay products are typically very ’soft’ (i.e. low momentum), often escap-
ing identification. However, such compressed scenarios are particularly interesting since their
predicted dark matter relic density is consistent with cosmological observations [47]. We have
therefore developed dedicated object reconstruction tools and event selection criteria to attain
improved sensitivity to these scenarios compared to traditional SUSY searches.

This note is organized as follows: A brief description of the CMS detector is presented in Sec-
tion 2, while Section 3 discusses the simulation of background and signal processes. The event
reconstruction is presented in Section 4, followed by the description of the search design in
Section 5. The methods employed to estimate the SM background and the discussion of the
systematic uncertainties assigned to the estimation are reported in Sections 6 and 7, respec-
tively. The results and their interpretation in various models of et1et1 production are presented
in Section 8, followed by a summary in Section 9.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are an all-silicon pixel and
strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scin-
tillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. For-
ward calorimeters extend the pseudorapidity (h) coverage provided by the barrel and endcap

~
~ 1𝝌

0
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Figure 10: Exclusion limits at 95% CL for simplified models of top squark pair production in
the pureet1 ! bff̄0 ec0

1 (“T2ttC”) four-body decay scenario. The solid black curves represent the
observed exclusion contours with respect to NLO+NLL cross section calculations [57] and the
corresponding ±1 standard deviations. The dashed red curves indicate the expected exclusion
contour and the ±1 standard deviations with experimental uncertainties.
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• General searches have good 
sensitivity to top squarks.

• Targeted searches use full decay 
kinematics 
• improve mass reach by 150 GeV
• critical for potential discovery stop production 

cross section 
falls by factor 5!

Stop sensitivity



Search for EWKino
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•  Broad array of searches targeting variety of final states!
•  Analyses are exclusive � combined to improve sensitivity!
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•  Broad array of searches targeting variety of final states!
•  Analyses are exclusive � combined to improve sensitivity!

August 29th, 2013! SUSY 2013! 12 

p1

p2

χ̃±

1

χ̃0
2

ℓ̃

ℓ̃

ν

ℓ

χ̃0
1

χ̃0
1

ℓ

ℓ

p1

p2

χ̃
±

1

χ̃
0
2

W

Z

χ̃
0
1

χ̃
0
1

P1

P2

χ̃i

χ̃j

Z

Z

G̃

G̃

P1

P2

ℓ̃

ℓ̃

ℓ

χ̃0
1

χ̃0
1

ℓ

P1

P2

χ̃∓

χ̃±

ℓ̃

ν̃

ν

ℓ

χ̃0
1

χ̃0
1

ν

ℓ

!±!0 with light sleptons             !±!0 with decays to W/Z         GMSB higgsino ZZ+MET!

!+!- with light sleptons                   direct slepton production!
3�, same-sign 2�                          3�, Z(��)V(jj)                        4�, 3�, Z(��)V(jj)                          !

opposite-sign 2� !

 χ2
0

 χ1
±

 χ1
0

 χ1
0

�!
�!

�!
 
 

"!!

 χ1
0

 χ1
0

 χ2
0

 χ1
±

Z

W

 χ i

 
χ j

 G

 G

Z

Z

 χ1
0

 χ1
0

 χ1
+

 χ1
−

�+!

�-!

 
+

"!!

"!!
 ν  χ1

0

 χ1
0

�+!

�-!

 
+

 
−

Hooberman (SUSY2013)

SUS-13-006EWKino: Models & Final States

EWKino kinematics
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Figure 5: The observed exclusion contours (black curves) assuming the NLO+NNL cross sec-
tions, with the corresponding 1 standard deviation uncertainties for electroweakino (left) and
et (right) search. The dashed (red) curves present the expected limits with 1 standard devia-
tion experimental uncertainties. For the electroweakino search, results are based on a simpli-
fied model of ec0

2 ec
±
0 ! ec0

1 ec0
1Z⇤W⇤ process with a pure Wino production cross section, while

a simplified model of the et pair production, followed by the et ! ec±
1 b and the subsequent

ec±
1 ! ec0

1W⇤ decay is used for the et search. In this last model, the mass of the ec±
1 is set to

be (Met + Mec0
1
)/2. Data corresponds to an integrated luminosity ranging from 33.2 fb�1 to

35.9 fb�1.
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• Going back to previous question: Is
Bino LSP and Wino NLSP realistic?

• At first order yes, any hierarchy is
possible

• However, we need to get comfortable
with the fact, that there are not a
plethora of SUSY particles accessible
at the LHC

• There is no strong reason to believe
either  or  is small

• , on the other hand, is the only
parameter that enters the Higgs
mass calculation at tree level

•  Naturalness requires light
Higgsinos

• Strongest limit on pure Higgsino LSP's
still from LEP II!

• 's excluded up to ~ 95 GeV

The higgsino case

      4        04/09/17         Basil Schneider         Higgsino pMSSM
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Figure 5: The observed exclusion contours (black curves) assuming the NLO+NNL cross sec-
tions, with the corresponding 1 standard deviation uncertainties for electroweakino (left) and
et (right) search. The dashed (red) curves present the expected limits with 1 standard devia-
tion experimental uncertainties. For the electroweakino search, results are based on a simpli-
fied model of ec0

2 ec
±
0 ! ec0

1 ec0
1Z⇤W⇤ process with a pure Wino production cross section, while

a simplified model of the et pair production, followed by the et ! ec±
1 b and the subsequent

ec±
1 ! ec0

1W⇤ decay is used for the et search. In this last model, the mass of the ec±
1 is set to

be (Met + Mec0
1
)/2. Data corresponds to an integrated luminosity ranging from 33.2 fb�1 to

35.9 fb�1.

http://lepsusy.web.cern.ch/
lepsusy/Welcome.html

At Δm=10 GeV:
• LEP limit is 100 GeV.
• CMS wino limit 

rescaled to higgsino 
xsec is 130 GeV.L. Shchutska rescaling, 

Moriond 2017

LHC only now pushing 
beyond LEP limits!

Higgsino exclusion



Natural SUSY scenario #2
“Effective SUSY”: decoupled 1st/2nd gen. squarks 

Buckley, Feld, M
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• Allowed phase space for 10% fine 
tuning with low Λ=20TeV.

Implication for natural SUSY

Naturalness bounds

For Higgsinos, naturalness sets a direct and simple bound on their mass:

For gluinos and squarks, the bound depends on the messenger scale:
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(leading log approximation!)

Expect light Higgsinos!

Buckley, Feld, Macaluso, Monteux, 
Shih; arXiv:1610.08059

• Λ=GUT scale implies 0.5% fine tuning.

• Denial: new naturalness metric?
 H.Baer et al. arXiv:1611.08511 

• Guilt/anger: Are we sure we are looking 
in the right places?

• Depression: Naturalness mechanism 
without accessible particles? Twin Higgs?

• Acceptance: 0.1% tuning better than 10-30

• Hope: Hide SUSY with stealth SUSY, 
R-parity violation?

Options:



R-parity violating SUSY
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New results
• CONF-2017-025 : stop ➔ jj
• EXO-16-029 : stop ➔ merged jj 
• CONF-2017-013 : 1  + many jets
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LLE

UDD

LQD

RPV allows decay of LSP ➔ instead of 
searching with MET use
• leptons
• high jet multiplicity

Chihiro Kozakai: Searches for RPV SUSY and 
long-lived particles with ATLAS



RPV tt ➔ (jj)(jj) or (bj)(bj)
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Figure 1: Diagrams depicting the direct pair-production of top squarks through strong interactions, with decays into
a d- and an s-quarks (left) or to a b- and an s-quark (right) through the � 00 R-parity violating couplings, indicated
by the blue dots.

5 Object reconstruction

Candidate jets are reconstructed from three-dimensional topological energy clusters [68] in the calorimeter
using the anti-kt jet algorithm [69] with a radius parameter of 0.4. Each topological cluster is calibrated to
the electromagnetic scale response prior to jet reconstruction. The reconstructed jets are then calibrated to
the particle level by the application of a jet energy scale (JES) calibration derived from simulation and in
situ corrections based on 13 TeV data [70–72]. The TightBad cleaning quality criteria [73] are imposed
to identify jets arising from non-collision sources or detector noise. Any event containing at least one jet
failing quality requirements with pT > 20 GeV is removed.

Jets containing b-hadrons (b-jets) are tagged by a multivariate algorithm (MV2c10) using information
about the impact parameters of inner detector tracks associated to the jet, the presence of displaced sec-
ondary vertices, and the reconstructed flight paths of b- and c-hadrons inside the jet [74]. A working point
with a 77% e�ciency, as determined in a simulated sample of tt̄ events, was chosen. The corresponding
rejection factors against jets originating from c-quarks and from light-quarks or gluons are 4.5 and 130,
respectively [75].

6 Event Selection

Each event is required to have a reconstructed primary vertex consistent in location with the beamspot
envelope, with at least two associated tracks with pT > 400 MeV. If more than one such vertex is found,
the vertex with the largest

P
p2

T of the associated tracks is chosen.

The final state under consideration consists of four jets forming two pairs, originating from a pair of equal
mass resonances. After the trigger requirement, only events with at least four reconstructed jets with
pT > 120 GeV and |⌘ | < 2.4 are retained in the analysis.
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Figure 9: The 95% CL upper limit on the � ⇥ BR compared to the theoretical cross-section for the direct pair-
production of top squark with decays into (a) q̄q̄0 or (b) b̄s̄ and (c) high mass colorons decaying into qq and sgluons
decaying into gg. The dashed black and solid red lines show the 95% CL expected and observed limits respectively,
including all uncertainties except the theoretical signal cross-section uncertainty. The solid yellow (green) band
around the expected limit shows the ±1� (±2�) uncertainties around this limit. The shaded coloured cross-section
band indicates the ±1� variations due to theoretical uncertainties on the signal production cross-section given by
renormalisation and factorisation scale and PDF uncertainties.
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Figure 7: The mavg spectrum in the signal region for the inclusive (left) and two-tag (right) selections shown in
linear (top) and logarithmic scale (bottom). The data (black points) are compared to the total background prediction
(red line) estimated with the data-driven method. The fraction of background coming from top-pair production is
shown in orange. The statistical uncertainties of the prediction are shown in the grey hatched band. Signals of
di�erent masses are overlayed in di�erent colours.
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Figure 8: The observed local p0-value (black line) in the inclusive (left) and two-tag (right) selections, shown as a
function of the resonance mass hypothesis considered.
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Determine Nj and Nb shapes with 
parameterized scaling from 

Nj➔Nj+1 in each Nb category.
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Figure 1: Diagrams of the four simplified signal benchmark models considered. The first three models involve pair
production of gluinos with each gluino decaying as (a) g̃ ! tt̄ �̃0

1 ! tt̄uds, (b) g̃ ! t̄ t̃ ! t̄ b̄s̄, (c) g̃ ! qq �̃0
1 !

qqqq`/⌫. The fourth model (d) involves pair production of top squarks with the decay t̃ ! t �̃0
1/2 or t̃ ! b �̃±1 and

with the LSP decays �̃0
1/2 ! tbs or �̃±1 ! bbs; the specific decay depends on the nature of the LSP. In all signal

scenarios, anti-squarks decay into the charge-conjugate final states of those indicated for the corresponding squarks,
and each gluino decays with equal probabilities into the given final state or its charge conjugate.

Monte Carlo simulation. In addition, the background estimation procedure is validated with simulated
events, and some of the systematic uncertainties are estimated using simulated samples. The samples used
are shown in Table 1 and more details on the generator configurations can be found in Refs. [38–41].

4 Object reconstruction

For a given event, primary vertex candidates are required to be consistent with the luminous region and to
have at least two associated tracks with pT > 400 MeV. The vertex with the largest

P
p2

T of the associated
tracks is chosen as the primary vertex of the event.
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Figure 1: Diagrams of the four simplified signal benchmark models considered. The first three models involve pair
production of gluinos with each gluino decaying as (a) g̃ ! tt̄ �̃0

1 ! tt̄uds, (b) g̃ ! t̄ t̃ ! t̄ b̄s̄, (c) g̃ ! qq �̃0
1 !

qqqq`/⌫. The fourth model (d) involves pair production of top squarks with the decay t̃ ! t �̃0
1/2 or t̃ ! b �̃±1 and

with the LSP decays �̃0
1/2 ! tbs or �̃±1 ! bbs; the specific decay depends on the nature of the LSP. In all signal

scenarios, anti-squarks decay into the charge-conjugate final states of those indicated for the corresponding squarks,
and each gluino decays with equal probabilities into the given final state or its charge conjugate.

Monte Carlo simulation. In addition, the background estimation procedure is validated with simulated
events, and some of the systematic uncertainties are estimated using simulated samples. The samples used
are shown in Table 1 and more details on the generator configurations can be found in Refs. [38–41].

4 Object reconstruction

For a given event, primary vertex candidates are required to be consistent with the luminous region and to
have at least two associated tracks with pT > 400 MeV. The vertex with the largest

P
p2

T of the associated
tracks is chosen as the primary vertex of the event.
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Figure 9: Observed and expected exclusion limits on the g̃ and �̃0
1 or t̃ masses in the context of the RPV SUSY

scenarios probed, with simplified mass spectra featuring g̃g̃ pair production with exclusive decay modes. The
contours of the band around the expected limit are the ±1� results, including all uncertainties except theoretical
uncertainties on the signal cross-section. The dotted lines around the observed limit illustrate the change in the
observed limit as the nominal signal cross-section is scaled up and down by the theoretical uncertainty. All limits
are computed at 95% CL. The diagonal lines indicate the kinematic limit for the decays in each specified scenario.

60 fb (84 fb expected), which is 6.5 (9.1 expected) times the SM cross-section for this process (taken to
be 9.2 fb).11

11 No uncertainty on the theoretical modelling of the four-top process is included when setting the cross-section limit, although
uncertainties related to the b-tagging, jet and lepton reconstruction are taken into account.
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1 Introduction

The lack of explanation for the Dark Matter observed in the universe [1], the gauge hierarchy problem [2, 3],
and the lack of exact gauge coupling unification at high energies [4] all indicate that the Standard Model
(SM) is incomplete and needs to be extended. Many attractive extensions of the SM have been proposed,
but decades of searches have set severe constraints on the masses of promptly decaying particles predicted
by these models. Searches targeting the more challenging experimental signatures of new long-lived
particles (LLPs) have therefore become increasingly important and must be pursued at the Large Hadron
Collider (LHC).

A number of beyond-SM (BSM) models predict production of massive particles with lifetimes in the
picoseconds to nanoseconds range. These particles would then decay in the inner tracker volume of the
experiments at the LHC. The decay products of such particles often contain several electrically charged
particles, which can be reconstructed as tracks. If the LLP decays within the tracking volume but at a
discernible distance from the interaction point (IP) of the incoming beams, a displaced vertex can be
reconstructed by using dedicated tracking techniques.

There are various mechanisms by which particles obtain significant lifetimes in BSM theories. The
decays of such particles can be suppressed in so-called Hidden Valley models [5] where large barrier
potentials reduce the rate of kinematically allowed decays. Long-lived particles also appear in models
with small R-parity violating couplings in Supersymmetry (SUSY) [6, 7]. Finally, decays via a highly
virtual intermediate state also result in long lifetimes, as is the case for a simplified model inspired by Split
SUSY [8, 9] used as a benchmark model for the search presented here. In this model, the supersymmetric
partner of the gluon, the gluino (g̃), is kinematically accessible at LHC energies while the corresponding
partner particles of the quarks, the squarks (q̃), have masses that are many orders of magnitude larger.
Figure 1 shows pair-production of gluinos decaying to two quarks and the lightest supersymmetric particle
(LSP), assumed to be the lightest neutralino ( �̃0

1). The g̃ ! qq̄ �̃0
1 decay is suppressed as it proceeds via

a highly virtual squark. Depending on the scale of the squark mass, the gluino lifetime is picoseconds
or longer, which is above the hadronisation time scale. The long-lived gluino, transforming as a colour
octet, is expected to hadronise and form a bound colour singlet state with SM particles known as an
R-hadron [10]. The lifetime of the constituent gluino determines the location of the decay of the R-hadron
which can be detected as a displaced vertex.

This search utilises the ATLAS detector and attempts to reconstruct the decays of massive R-hadrons
as displaced vertices (DVs). The vertex reconstruction employed is sensitive to LLP decays occurring

g̃

g̃

q̃⇤

q̃⇤

p

p

q

�̃0
1

q

q

�̃0
1

q

Figure 1: Diagram showing pair-production of gluinos decaying through g̃ ! qq̄ �̃0
1. In Split SUSY scenarios, the

gluinos are long-lived enough to hadronise to R-hadrons that can give rise to displaced vertices when they decay.
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CONF-2017-026
• Long-lived gluino in Split SUSY
• Background from hadronic interactions, merged vertices, 

accidentical track vertex crossings
• Low background for DV with mass > 10 GeV and ≥5 tracks.

Table 2: The observed number of vertices for the control and validation regions are shown along with the background
expectations for the 32.7 fb�1of data. The last row shows the expected and observed signal region event yields.

Selection Sub-Region Estimated Observed
Event pre-selection
ntrk = 3, mDV > 10 GeV 3093

Event pre-selection
ntrk = 4, mDV > 10 GeV

���� 9 ± 2 9
��� 150 ± 60 177

Event pre-selection
ntrk � 5, mDV > 10 GeV

5-tracks 2.2 ± 2.8 1
6-tracks 0.6 ± 0.6 1
�7-tracks 1 ± 3 3

Total 4.2 ± 4.1 5

Full SR selection Total 0.02 ± 0.02 0

final SR yields are highlighted, with 0 events observed (0.02 ± 0.02 expected) in 32.7 fb�1of data from
2016.
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Figure 6: The two-dimensional distribution of mDV and track multiplicity is shown for DVs in events that satisfy
all signal region event selection criteria. Drawn numbers correspond to the observations in data, while the colour-
representation shows an example distribution for an R-hadron signal with (mg̃ , m �̃0

1
, ⌧)=(1400 GeV, 100 GeV, 1 ns)

used as a benchmark in this search. The dashed line represents the boundary of the signal region requirements.

In the absence of a statistically significant excess in the data, exclusion limits are placed on R-hadron
models. These 95% confidence-level (CL) upper limits are calculated using the CLs prescription [69]
with the profile likelihood used as the test statistic, using the HistFitter [70] framework with pseudo-

15

experiments. Upper limits on the cross section for gluino pair-production as a function of gluino lifetime
are shown in Figure 7 for some example values of mg̃ and m �̃0

1
= 100 GeV. Also shown are the signal

production cross sections for these gluino masses.
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Figure 7: Expected and observed upper 95%-CL cross section limits as a function of gluino lifetime for a neutralino
mass of m �̃0

1
= 100 GeV. Horizontal lines denote the g̃g̃ production cross section for various values of mg̃ .

Due to an initial underestimation of the sensitivity of the analysis, an inadequate range of signal samples
was produced. As a result, the signal e�ciency has been extrapolated to gluino masses higher than 2 TeV
using a polynomial function validated with available samples.

Upper limits on the gluino mass are also shown as a function of gluino lifetime in Figure 8. DV-level fiducial
volume and PV-distance requirements reduce the exclusion power in the high and low extremes of gluino
lifetime. For ⌧ = 1 ns, upper limits on the gluino mass are placed above 2.2 TeV for m �̃0

1
= 100 GeV.
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Exp: 0.2±0.2 evts
Obs: 0 evts
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Figure 2: Example diagrams of the benchmark signal processes used in this analysis. In the case of direct char-
gino/neutralino production (a), the signal signature consists of a long-lived chargino and initial state radiation. In
the case of the strong channel (b), each gluino decays to two quarks and a chargino or neutralino. A long-lived
chargino and multiple quarks, which are observed as jets, are the signatures of this signal.

(pT > 24–26 GeV) or muon (pT > 24–26 GeV). After applying basic data quality requirements, the data
sample corresponds to an integrated luminosity of 36.1 fb�1. The uncertainty in the combined 2015+2016
integrated luminosity is 3.2%. It is derived, following a methodology similar to that detailed in Ref. [23],
from a preliminary calibration of the luminosity scale using x-y beam-separation scans performed in
August 2015 and May 2016.

The simulated signal samples are generated assuming the minimal AMSB model [8, 9] with the ratio of
the Higgs vacuum expectation values at the electroweak scale set to tan � = 5, the sign of the higgsino
mass term set to be positive, and the universal scalar mass set to m0 = 5 TeV. The proper lifetime and
the mass of the chargino are scanned in the range from 10 ps to 10 ns and from 100 GeV to 700 GeV
respectively. For the strong production, samples are generated for gluino masses varying from 700 GeV
to 2200 GeV with LSP mass from 200 GeV to mg̃ � 100 GeV. The SUSY mass spectrum, the branching
ratios and decay widths are calculated using ISASUSY ver.7.80 [24]. The signal samples are generated
with up to two extra partons in the matrix element using MG5_aMC@NLO 2.3.3 [25] at leading order
(LO) interfaced to P����� 8.186 [26] for parton shower, hadronisation and SUSY particle decay. The
NNPDF2.3LO [27] parton distribution function (PDF) set is used. Renormalisation and factorisation
scales are determined by the default dynamic scale choice of MG5_aMC@NLO. The CKKW-L merging
scheme [28] is applied to combine tree-level matrix elements containing multiple partons with parton
showers. A scale parameter for merging is set to a quarter of the mass of the wino for the wino-pair
production or a quarter of the gluino mass for the strong production channel. The A14 [29] set of tuned
parameters with simultaneously optimised multiparton interaction (MPI) and parton shower (ISR, FSR)
parameters is used for underlying event together with the NNPDF2.3LO PDF set. Charginos are forced to
decay into a pion and a neutralino.

The cross sections of the electroweak production are calculated at the next-to-leading order (NLO) in
the strong coupling constant using P�������2 [30]. The cross sections of the strong production are
calculated in the same way as in the electroweak channel, adding the resummation of soft gluon emission
at next-to-leading-logarithmic accuracy (NLO+NLL) [31]. In both channels, an envelope of cross-section

5

• New pixel layer allows use of 
purely pixel tracks — extending 
reach to shorter lifetimes.

ATLAS Simulation Preliminary

π+

χ0
1

~ χ+
1

~

Figure 1: Simulated pp! �̃+1 �̃�1 + jet event, with long-lived charginos. The �̃+1 decays into a low-momentum pion
and a �̃0

1 after leaving hits in the four pixel layers.

Two signal processes are studied in this paper. One search targets direct electroweak gaugino pair
production where the final state contains a disappearing track, a jet from initial state radiation, and Emiss

T .
The second search targets gluino pair production with a final state composed of a disappearing track, four
jets, and Emiss

T .

This paper is organised as follows. A brief overview of the ATLAS detector is given in Section 2. In
Section 3, the signal processes (electroweak pair-production of charginos and strong pair-production of
gluinos) are described. The data samples used in this analysis and the simulation model of the signal
processes are described in Section 4. The reconstruction algorithms and event selection are presented in
Section 5. The analysis method is discussed in Section 6. The systematic uncertainties are described in
Section 7. The results are presented in Section 8. Section 9 is devoted to conclusions.

2 The ATLAS detector

ATLAS [18] is a multipurpose detector with a forward-backward symmetric cylindrical geometry, covering
nearly the entire solid angle around a collision point of the LHC.2 The inner tracking detector (ID) consists
of pixel and micro-strip silicon detectors covering the pseudorapidity region of |⌘ | < 2.5, surrounded
by a transition radiation tracker (TRT), which improves the momentum measurement and enhances
electron identification capabilities. The pixel detector spans the radius range from 3 to 12 cm, the strip
semiconductor tracker (SCT) from 30 to 52 cm, and the TRT from 56 to 108 cm. The pixel detector has
four barrel layers and three disks in the forward and backward directions. The barrel layers surround the
beam pipe at radii of 33.3, 50.5, 88.5, and 122.5 mm, covering |⌘ | < 1.9. These layers are equipped with
pixel read-out elements with a pitch of 50 µm in the transverse direction. The pitch sizes in the longitudinal
direction are 250 µm for the first layer and 400 µm for the other layers. The innermost layer, the insertable
B-layer [19, 20], was added during the first long shutdown, and improves the reconstruction of short tracks

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector.
The positive x-axis is defined by the direction from the interaction point to the centre of the LHC ring, with the positive y-axis
pointing upwards, while the beam direction defines the z-axis. Cylindrical coordinates (r, �) are used in the transverse plane, �
being the azimuthal angle around the z-axis. The pseudorapidity ⌘ is defined in terms of the polar angle ✓ by ⌘ = � ln tan(✓/2)
and the rapidity is defined as y = (1/2) ln[(E + pz )/(E � pz )] where E is the energy and pz the longitudinal momentum of
the object of interest.
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Figure 8: Exclusion limit at 95% CL obtained in the electroweak production channel in terms of the lifetimes and
the masses of chargino. The yellow band shows the 1� region of the distribution of the expected limits. The
median of the expectation is shown in a dashed line. The red line shows the observed limit and the orange band
around it shows the impact on the observed limit of the variation of the nominal signal cross-section by ±1� of its
theoretical uncertainties. Results are compared with the observed limits obtained by the previous ATLAS search
with disappearing tracklets [16] and an example of the limit obtained at LEP2 by the ALEPH experiment [60].
The lifetime of chargino as a function of the chargino mass are shown in the almost pure wino LSP scenario at the
two-loop level [61].
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Figure 9: Exclusion limit at 95% CL obtained in the strong production channel in terms of the gluino and chargino
masses. The limit is shown assuming a chargino lifetime of (a) 0.2 ns and (b) 1.0 ns. The yellow band shows the 1�
region of the distribution of the expected limits. The median of the expectation is shown in a dashed line. The red
line shows the observed limit and the orange band around it shows the impact on the observed limit of the variation
of the nominal signal cross-section by ±1� of its theoretical uncertainties. Observed limits in the electroweak
production search are shown as a green shaded region.
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max sensitivity 
from jets+MET

• Backgrounds from hadronic 
interaction, hard brem, random 
combinations

• Small splitting expected in 
AMSB SUSY

Exp: 12±3
Obs: 9

Exp: 2.1±0.9
Obs: 2



We are just getting started

Now: 75 fb-1



Summary
• CMS and ATLAS have so far released >50 BSM searches from full 2016 dataset.

• CMS and ATLAS continue to develop tools for understanding challenging 
signatures and corners of phase space

• We endeavor to leave no stone unturned with
• signature-based generic searches 
• model-driven targeted searches



Additional Material

L1 hardware trigger
HLT software trigger



Parallel Talks
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Resonances
Jan-Frederik Schulte: Searches for new heavy resonances with leptons, photons, and jets in CMS
Sung Won Lee: Search for new resonances decaying into W, Z and H bosons at CMS
Petar Maksimovic: Search for new resonances coupling to third generation quarks at CMS
Mark Oreglia: ATLAS Searches for VH and HH Resonances
Chris Malena Delitzsch: ATLAS Searches for VV/V+gamma Resonances
SUSY
Nadja Strobbe: Searches for supersymmetry in fully hadronic final states with CMS
Zhenbin Wu: Searches for third generation squarks with CMS
Minsuk Kim: Searches for electroweak production of SUSY with CMS
Basil Schneider: Searches for supersymmetry in single or opposite-charged dilepton final states with CMS
Menglei Sun: Searches for supersymmetry in final states with photons in CMS
Othmane Rifki: Inclusive searches for squarks and gluinos with the ATLAS detector
Fabrizio Miano: Searches for direct pair production of 3rd gen squarks with the ATLAS detector
Zara Jane Grout: Searches for EWK production of SUSY gauginos/sleptons with the ATLAS detector
Dark Matter
Marco Cipriani: Searches for dark matter at CMS
VLQ
Alice Bean: Search for Vector-like quarks at CMS
Erich Ward Varnes: Search for vector-like quarks at ATLAS
Long-lived
Geng-Yuan Jeng: Searches for long-lived particles and other non-conventional signatures in CMS
Chihiro Kozakai: Searches for SUSY in resonance production, RPV, long-lived particles with ATLAS
BSM Higgs
Sven Dildick: Searches for light BSM Higgs states with CMS
Roberto Rossin: Searches for HH production with CMS
Koji Sato: Search for neutral and charged BSM Higgs Bosons with the ATLAS detector
Jason Robert Veatch: Search for rare and exotic Higgs decays and HH pair production ATLAS
Inclusive
Deborah Duchardt: Model Unspecific Search in CMS



Vector-like quark results

• B2G-17-010 : X➔tb in +jets
• B2G-17-007 : single vector-like T ➔ Zt
• B2G-16-019 : heavy vector-like Q ➔  SS 2  
• CONF-2017-015 :  T ➔ l (Z➔νν)



CMS double b-tagger10 6 Efficiency measurement in data
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Figure 4: Signal efficiency (left) and mistag rate (right) distribution with respect to jet pT after
a selection on the double-b tagger for Loose, Medium and Tight operating points. Simulated
H! bb jets from KK-Graviton decaying to HH (left) and QCD jets containing zero, one or
two b quarks (right) are used. AK8 jets are selected with pT > 300 GeV and pruned jet mass
70 < m < 200 GeV.

between data and simulation is fairly good.

The efficiency of the double-b tagger is measured in data and MC for three different operating
points as defined in Section 5.2. The measurement relies on the Jet Probability (JP) discrimi-
nant, for which the expected simulated distributions (“templates”) are different for the various
jet flavors. The fraction of b (from gluon splitting) jets is estimated by fitting the data distribu-
tion of the JP variable with the templates. This so-called Lifetime Tagging (LT) method [37] is
also used to perform the measurement of the b jet identification efficiency scale factors for the
standard anti-kT R = 0.4 (AK4) jets [36].

The QCD MC sample is split into events containing b quark jets arising from gluon splitting
and those (from b, c, light parton) which are not associated to this process, by requiring at least
two generator level b hadrons clustered inside the jet. An example of fitted distributions for
the JP discriminant in data is presented in Fig. 7.

The resulting data/MC efficiency scale factors (SFs) are presented in Fig. 8 and listed in Ta-
bles 1–3 for the double-muon tagged selection. The measurement is done for jets with pT up
to 700 (500) GeV for loose and medium (tight) operating points, which is driven by the size of
the available data sample. Jets with larger pT are included in the last pT bin with an additional
contribution up to ' 20% to the total number of jets selected in this bin.

As several background processes are being varied as a combined template in the fit procedure,
the results could be sensitive to the prediction of the flavor composition of this background
sample. The uncertainty on the scale factor due to the template definition is estimated by con-
servatively varying the normalization of each background contribution by ± 50%. As a cross
check, the scale factor derivation is also performed by using all the background contributions as
individual templates in the fit. The background template normalization variation contributes
up to 5% as a systematic uncertainty on the scale factor.

Uncertainties on jet energy scale (JES) corrections are included as shape systematics on the JP

BTV-15-002



Boosted boson tools
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• Optimize mass resolution with 
soft drop mass (similar to trimmed mass).

4 5 Event selection

axes directions. A tight and a loose operating points are chosen to be approximately 35 and
75% efficient, respectively, for Higgs boson jets, with a false-positive rate for light-flavor jets of
about 0.8 and 8%. Scale factors, derived from data in muon-enriched events, are applied to the
simulation to correct for the different efficiency in data and simulation.

5 Event selection

Events are collected with three set of triggers. The first set requires HT, defined as the scalar
sum of the pT of the jets, to be larger than 800 or 900 GeV, depending on the instantaneous
luminosity. A subset of triggers, with a lower HT threshold set to 650 GeV, are required also
to have a pair of jets whose invariant mass is larger than 950 GeV, and their Dh to be smaller
than 1.5. A second set requires at least one jet with pT larger than 450 GeV to be reconstructed
at the HLT. A third set selects events with at least one jet with pT > 360 GeV passing a trimmed
mass [59] requirement of 30 GeV, or HT > 700 GeV and trimmed mass larger than 50 GeV.

In the offline preselection, the two highest-pT jets in the event are required to have pT >
200 GeV and |h| < 2.5, and their pseudorapidity separation |Dh| has to be smaller than 1.3.
At least one of the two jets has to have a soft drop jet mass compatible with the Higgs boson
mass, 105 < mj < 135 GeV (H-jet), and the other a jet mass compatible with the mass of the vec-
tor bosons, 65 < mj < 105 GeV (V-jet). The jet mass categorization is shown in Fig. 1. The H-jet
and V-jet candidates are required to have an invariant mass mVH to be larger than 985 GeV, in
order to ensure the full trigger efficiency and avoid turn-on effects. Events with isolated lep-
tons (e, µ) with pT > 10 GeV, or t-leptons with pT > 20 GeV are rejected. The reconstructed
missing energy, calculated as the negative vectorial sum of the transverse momenta of the re-
constructed particles and jets in the detector, is required to be smaller than 250 GeV, otherwise
the event is discarded.
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Figure 1: Distribution of the soft drop PUPPI mass for data, simulated background and signal.
The distributions are normalized to the number of events observed in data. The dashed vertical
lines represent the boundary values of the jet mass categories.

The events passing the preselection are divided into 8 exclusive categories. In order to dis-
criminate against the copious light quark production, two categories are defined for the H-jet,
depending on its b tagging discriminator: the tight category accepts events with a value larger
than 0.9, while the loose category selects events with a value between 0.3 and 0.9. V-jets are
selected by requiring t21  0.35 to enter the high purity category (HP), and 0.35 < t21 < 0.75
for the low purity (LP) category. Although it is expected that the tight and high purity cat-
egories dominate the total sensitivity, the loose and low purity categories are retained given

5

the non-negligible signal efficiency with only moderate background contamination for large
dijet invariant mass. Two further categories are defined according to the V-jet mass by split-
ting further the mass interval. Events with V-jet mass closer to the nominal W mass value,
65 < mj  85 GeV, belong to the W mass category, and those with 85 < mj  105 GeV fall into
the Z mass category. Even if the W and Z mass peaks cannot be fully resolved, this classification
allows a partial discrimination between a potential W’ or Z’ signal. The signal efficiency for the
combination of the eight categories reaches 36% at mX = 1.2 � 1.6 TeV, and slowly decreases to
21% at mX = 4.5 TeV. The N-subjettiness and b tagging categorizations are shown in Fig. 2.
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Figure 2: Distribution of the N-subjettiness t21 (left) and b tagging discriminator output (right)
for data, simulated background and the signal. The distributions are normalized to the number
of events observed in data. The dashed vertical lines represent the boundary values of the
categories as described in the text.

6 Estimated and observed background

The background is largely dominated by multijet production, which accounts for more than
95% of the total. The top quark pair contribution is approximately 3–4%, depending on the
category. The remaining fraction is composed of vector boson production in association with
partons, and SM diboson processes.

The background is estimated directly from data, assuming that it can be described by a smooth,
parametrizable, monotonically decreasing function. This assumption is verified in the V-jet
mass sidebands (40 < mj < 65 GeV) and in simulation. The functions considered are power
laws of the variable x = mVH/

p
s, where

p
s = 13 TeV is the center of mass energy, and the

number of parameters p, including the normalization, is comprised between 2 and 5:

2 parameters: p0 · 1
(x)p1

3 parameters: p0 · (1�x)p1

(x)p2

4 parameters: p0 · (1�x)p1

(x)p2+p3 ·log(x)

5 parameters: p0 · (1�x)p1

(x)p2+p3 ·log(x)+p4 ·log2(x)

Starting from the simplest functional form, an iterative procedure based on the Fisher F-test
is used to check at 10% CL if additional parameters are needed to model the individual back-
ground distributions. For most of the categories, the two-parameter functional form is found

• Identify two subjets with 
n-subjettiness τ21 (similar to D2) 

B2G-17-002 B2G-17-002
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Figure 3: Comparison of the performance of the double-b tagger, the minimum CSVv2 value
among the two subjets b tag scores, and fat jet b tag which exploits CSVv2 algorithm. The tag-
ging efficiency for signal is evaluated using boosted H! bb jets from simulation. The mistag
rate is evaluated for simulated QCD jets containing zero, one or two b quarks. Top-left for all
jets with 300< pT <500 GeV, top-right for 500< pT <800 GeV, bottom-left for pT > 800 GeV.
Bottom-right shows for pT > 800 GeV the mistag rate evaluated for g ! bb.

Identifying H➔bb in X➔VH/HH
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• CMS : Identify X➔bb using vertices, tracks, τ-axes, but NOT mass or substructure 
(to minimize pT-dependence).

BTV-15-002

ATL-PHYS-PUB-2015-035

• ATLAS : Identify H➔bb using substructure, mass, and b-tagging of subjets.
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Figure 10: Higgs-jet e�ciency versus large-R jet pT (a) and multi-jet (b) and hadronic top (c) background rejection
for di↵erent benchmark Higgs-jet taggers. The plots correspond to a nominal b-tagging working point of 70%.

17



ATLAS X➔VH exclusions
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Figure 4: The observed and expected cross-section upper limits at the 95% confidence level for pp! V 0 ! VH !
qq̄(0)(bb̄ + cc̄) in Model A and Model B in the (left) ZH and (right) WH signal regions. The red and magenta curves
show the predicted cross-sections as a function of resonance mass for the models considered.

resonances, respectively. The corresponding excluded Heavy Vector Triplet Model B signal mass ranges
are 1.10 – 2.50 TeV for WH resonances, and 1.10 – 2.60 TeV for ZH resonances.
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• bbVV ➔ bb+MET
• bbττ ➔ bbμτh, bbeτh, bbτhτh

Non resonant HH ➔ bbVV and bbττ 
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FIG. 1: Sample Feynman graphs contributing to pp → hh+X. Graphs of type (a) yield vanishing contributions due to color
conservation.

cal configuration†, which is characterized by a large di-
higgs invariant mass, but with a potentially smaller Higgs
s-channel suppression than encountered in the back-to-
back configuration of gg → hh.
The goal of this paper is to provide a comparative

study of the prospects of the measurement of the trilinear
Higgs coupling applying contemporary simulation and
analysis techniques. In the light of recent LHC measure-
ments, we focus our eventual analyses on mh = 125 GeV.
However, we also put this particular mass into the con-
text of a complete discussion of the sensitivity towards
the trilinear Higgs coupling over the entire Higgs mass
range mh

<∼ 1 TeV. As we will see, mh ≃ 125 GeV is a
rather special case. Since Higgs self-coupling measure-
ments involve end-of-lifetime luminosities we base our
analyses on a center-of-mass energy of 14 TeV.
We begin with a discussion of some general aspects

of double Higgs production, before we review inclusive
searches for mh = 125 GeV in the pp → hh+X channel
in Sec. II C. We discuss boosted Higgs final states in pp →
hh+X in Sec. II D before we discuss pp → hh+j+X with
the Higgses recoiling against a hard jet in Sec. III. Doing
so we investigate the potential sensitivity at the parton-
and signal-level to define an analysis strategy before we
apply it to the fully showered and hadronized final state.
We give our conclusions in Sec. IV.

II. HIGGS PAIR PRODUCTION AT THE LHC

A. General Remarks

Inclusive Higgs pair production has already been stud-
ied in Refs. [14–17] so we limit ourselves to the details
that are relevant for our analysis.
Higgs pairs are produced at hadron colliders such as

the LHC via a range of partonic subprocesses, the most
dominant of which are depicted in Fig. 1. An approxima-
tion which is often employed in phenomenological studies
is the heavy top quark limit, which gives rise to effective

†The phenomenology of such configurations can also be treated sep-
arately from radiative correction contributions to pp → hh+X.

ggh and gghh interactions [20]

Leff =
1

4

αs

3π
Ga

µνG
aµν log(1 + h/v) , (2)

which upon expansion leads to

L ⊃ +
1

4

αs

3πv
Ga

µνG
aµνh−

1

4

αs

6πv2
Ga

µνG
aµνh2 . (3)

Studying these operators in the hh+X final state should
in principle allow the Higgs self-coupling to be con-
strained via the relative contribution of trilinear and
quartic interactions to the integrated cross section. Note
that the operators in Eq. (3) have different signs which
indicates important interference between the (nested)
three- and four point contributions to pp → hh + X al-
ready at the effective theory level.
On the other hand, it is known that the effective theory

of Eq. (3) insufficiently reproduces all kinematical prop-
erties of the full theory if the interactions are probed
at momentum transfers Q2 >∼ m2

t [11] and the massive
quark loops are resolved. Since our analysis partly re-
lies on boosted final states, we need to take into account
the full one-loop contribution to dihiggs production to
realistically model the phenomenology.

B. Parton-level considerations

In order to properly take into account the full dynam-
ics of Higgs pair production in the SM we have imple-
mented the matrix element that follows from Fig. 1 in
the Vbfnlo framework [21] with the help of the Fey-

nArts/FormCalc/LoopTools packages [22], with
modifications such to include a non-SM trilinear Higgs
coupling‡. Our setup allows us to obtain event files ac-
cording to the Les Houches standard [23], which can be
straightforwardly interfaced to parton showers. Decay
correlations are trivially incorporated due to the spin-0
nature of the SM Higgs boson.

‡The signal Monte Carlo code underlying this study is planned to
become part of the next update of Vbfnlo and is available upon
request until then.
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higgs invariant mass, but with a potentially smaller Higgs
s-channel suppression than encountered in the back-to-
back configuration of gg → hh.
The goal of this paper is to provide a comparative

study of the prospects of the measurement of the trilinear
Higgs coupling applying contemporary simulation and
analysis techniques. In the light of recent LHC measure-
ments, we focus our eventual analyses on mh = 125 GeV.
However, we also put this particular mass into the con-
text of a complete discussion of the sensitivity towards
the trilinear Higgs coupling over the entire Higgs mass
range mh

<∼ 1 TeV. As we will see, mh ≃ 125 GeV is a
rather special case. Since Higgs self-coupling measure-
ments involve end-of-lifetime luminosities we base our
analyses on a center-of-mass energy of 14 TeV.
We begin with a discussion of some general aspects

of double Higgs production, before we review inclusive
searches for mh = 125 GeV in the pp → hh+X channel
in Sec. II C. We discuss boosted Higgs final states in pp →
hh+X in Sec. II D before we discuss pp → hh+j+X with
the Higgses recoiling against a hard jet in Sec. III. Doing
so we investigate the potential sensitivity at the parton-
and signal-level to define an analysis strategy before we
apply it to the fully showered and hadronized final state.
We give our conclusions in Sec. IV.

II. HIGGS PAIR PRODUCTION AT THE LHC

A. General Remarks

Inclusive Higgs pair production has already been stud-
ied in Refs. [14–17] so we limit ourselves to the details
that are relevant for our analysis.
Higgs pairs are produced at hadron colliders such as

the LHC via a range of partonic subprocesses, the most
dominant of which are depicted in Fig. 1. An approxima-
tion which is often employed in phenomenological studies
is the heavy top quark limit, which gives rise to effective

†The phenomenology of such configurations can also be treated sep-
arately from radiative correction contributions to pp → hh+X.
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strained via the relative contribution of trilinear and
quartic interactions to the integrated cross section. Note
that the operators in Eq. (3) have different signs which
indicates important interference between the (nested)
three- and four point contributions to pp → hh + X al-
ready at the effective theory level.
On the other hand, it is known that the effective theory

of Eq. (3) insufficiently reproduces all kinematical prop-
erties of the full theory if the interactions are probed
at momentum transfers Q2 >∼ m2

t [11] and the massive
quark loops are resolved. Since our analysis partly re-
lies on boosted final states, we need to take into account
the full one-loop contribution to dihiggs production to
realistically model the phenomenology.

B. Parton-level considerations

In order to properly take into account the full dynam-
ics of Higgs pair production in the SM we have imple-
mented the matrix element that follows from Fig. 1 in
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higgs invariant mass, but with a potentially smaller Higgs
s-channel suppression than encountered in the back-to-
back configuration of gg → hh.
The goal of this paper is to provide a comparative

study of the prospects of the measurement of the trilinear
Higgs coupling applying contemporary simulation and
analysis techniques. In the light of recent LHC measure-
ments, we focus our eventual analyses on mh = 125 GeV.
However, we also put this particular mass into the con-
text of a complete discussion of the sensitivity towards
the trilinear Higgs coupling over the entire Higgs mass
range mh

<∼ 1 TeV. As we will see, mh ≃ 125 GeV is a
rather special case. Since Higgs self-coupling measure-
ments involve end-of-lifetime luminosities we base our
analyses on a center-of-mass energy of 14 TeV.
We begin with a discussion of some general aspects

of double Higgs production, before we review inclusive
searches for mh = 125 GeV in the pp → hh+X channel
in Sec. II C. We discuss boosted Higgs final states in pp →
hh+X in Sec. II D before we discuss pp → hh+j+X with
the Higgses recoiling against a hard jet in Sec. III. Doing
so we investigate the potential sensitivity at the parton-
and signal-level to define an analysis strategy before we
apply it to the fully showered and hadronized final state.
We give our conclusions in Sec. IV.
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Inclusive Higgs pair production has already been stud-
ied in Refs. [14–17] so we limit ourselves to the details
that are relevant for our analysis.
Higgs pairs are produced at hadron colliders such as

the LHC via a range of partonic subprocesses, the most
dominant of which are depicted in Fig. 1. An approxima-
tion which is often employed in phenomenological studies
is the heavy top quark limit, which gives rise to effective

†The phenomenology of such configurations can also be treated sep-
arately from radiative correction contributions to pp → hh+X.
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Studying these operators in the hh+X final state should
in principle allow the Higgs self-coupling to be con-
strained via the relative contribution of trilinear and
quartic interactions to the integrated cross section. Note
that the operators in Eq. (3) have different signs which
indicates important interference between the (nested)
three- and four point contributions to pp → hh + X al-
ready at the effective theory level.
On the other hand, it is known that the effective theory

of Eq. (3) insufficiently reproduces all kinematical prop-
erties of the full theory if the interactions are probed
at momentum transfers Q2 >∼ m2

t [11] and the massive
quark loops are resolved. Since our analysis partly re-
lies on boosted final states, we need to take into account
the full one-loop contribution to dihiggs production to
realistically model the phenomenology.

B. Parton-level considerations

In order to properly take into account the full dynam-
ics of Higgs pair production in the SM we have imple-
mented the matrix element that follows from Fig. 1 in
the Vbfnlo framework [21] with the help of the Fey-

nArts/FormCalc/LoopTools packages [22], with
modifications such to include a non-SM trilinear Higgs
coupling‡. Our setup allows us to obtain event files ac-
cording to the Les Houches standard [23], which can be
straightforwardly interfaced to parton showers. Decay
correlations are trivially incorporated due to the spin-0
nature of the SM Higgs boson.

‡The signal Monte Carlo code underlying this study is planned to
become part of the next update of Vbfnlo and is available upon
request until then.
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t [11] and the massive
quark loops are resolved. Since our analysis partly re-
lies on boosted final states, we need to take into account
the full one-loop contribution to dihiggs production to
realistically model the phenomenology.

B. Parton-level considerations

In order to properly take into account the full dynam-
ics of Higgs pair production in the SM we have imple-
mented the matrix element that follows from Fig. 1 in
the Vbfnlo framework [21] with the help of the Fey-
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modifications such to include a non-SM trilinear Higgs
coupling‡. Our setup allows us to obtain event files ac-
cording to the Les Houches standard [23], which can be
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correlations are trivially incorporated due to the spin-0
nature of the SM Higgs boson.
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“Natural” SUSY spectrum

Papucci, Ruderman, Weiler, arXiv:1110.6926
Barbieri, Giudice (1988)
Martin arXiv:hep-ph/9709356

Naturalness motivates the TeV scale
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Standard gluino vs. disappearing track

Tables 5 and 6.

The model-dependent fits in all the SRs are then used to set limits on specific classes of SUSY mod-
els. The two searches presented in this document are combined such that the final combined observed
and expected 95% CL exclusion limits are obtained from the signal regions with the best expected CLs
value.

In Figure 13, limits are shown for two classes of simplified models in which only direct production
of light-flavour mass-degenerate squark or gluino pairs are considered. Limits are obtained by using
the signal region with the best expected sensitivity at each point. In these simplified model scenarios,
the upper limit of the excluded light-flavour squark mass region is 1.58 TeV assuming massless �̃0

1, as
obtained from the signal region RJR-S4. The corresponding limit on the gluino mass is 2.03 TeV, if
the �̃0

1 is massless, as obtained from the signal region Me↵-4j-3000. The best sensitivity in the region
of parameter space where the mass di↵erence between the squark (gluino) and the lightest neutralino is
small, is obtained from the dedicated RJR-C signal regions. In these regions with very compressed spectra
and where mass di↵erence < 50 GeV, squark (gluino) masses up to 650 GeV (1 TeV) are excluded.
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Figure 13: Exclusion limits for direct production of (a) light-flavour squark pairs with decoupled gluinos and (b)
gluino pairs with decoupled squarks. Gluinos (light-flavour squarks) are required to decay to two quarks (one quark)
and a neutralino LSP. Exclusion limits are obtained by using the signal region with the best expected sensitivity at
each point. Expected limits from the Me↵- and RJR-based searches separately are also shown for comparison. The
blue dashed lines show the expected limits at 95% CL, with the light (yellow) bands indicating the 1� excursions
due to experimental and background-only theoretical uncertainties. Observed limits are indicated by medium dark
(maroon) curves where the solid contour represents the nominal limit, and the dotted lines are obtained by varying
the signal cross-section by the renormalization and factorization scale and PDF uncertainties. Results are compared
with the observed limits obtained by the previous ATLAS searches with no leptons, jets and missing transverse
momentum [11].

In Figure 14, limits are shown for pair-produced light-flavour squarks or gluinos each decaying via an
intermediate �̃±1 to a quark (for squarks) or two quarks (for gluinos), a W boson and a �̃0

1. Two sets of
models of mass spectra are considered for each production. One is with a fixed m�̃±1 = (mq̃ + m�̃0

1
)/2 (or

(mg̃ +m�̃0
1
)/2), the other is with a fixed m�̃0

1
= 60 GeV. In the former models with squark-pair production,

mq̃ up to 1.15 TeV are excluded for a massless �̃0
1, and mg̃ up to 2.01 TeV with gluino-pair production.

These limits are obtained from the signal region RJR-G2b and Me↵-6j-2600, respectively. In the regions
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Figure 9: Exclusion limit at 95% CL obtained in the strong production channel in terms of the gluino and chargino
masses. The limit is shown assuming a chargino lifetime of (a) 0.2 ns and (b) 1.0 ns. The yellow band shows the 1�
region of the distribution of the expected limits. The median of the expectation is shown in a dashed line. The red
line shows the observed limit and the orange band around it shows the impact on the observed limit of the variation
of the nominal signal cross-section by ±1� of its theoretical uncertainties. Observed limits in the electroweak
production search are shown as a green shaded region.
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6 7 Systematic Uncertainties

Table 2: Definition of the regions A, B, C, D for the ABCD method.

Masym < 0.1 Masym > 0.1
|hj1 � hj2| > 1.5 Region B Region D
|hj1 � hj2| < 1.5 Region A Region C

For the resonant backgrounds we rely on the use of the MC, but tested in a data control region.
A tt control region is selected by applying b-jet tagging to both AK8 jets, in addition to the
nominal event selection. The algorithm used to tag b-quarks in this study is referred to as
combined inclusive secondary vertex (CSVv2) [47], with the medium working point which has
an efficiency of ⇡ 69%. We find that the tt MC is underestimated in this control region by a
factor of 1.5± 0.24. To correct this discrepancy in MC, we apply a scale factor of 1.5 to the tt MC,
to which we conservatively assign a 50% systematic uncertainty. In the case of the remaining
resonant backgrounds (W+jets, Z+jets and dibosons), we similarly assign a conservative 50%
systematic uncertainty on the MC modeling.

Figure 2 shows the comparison of the data in the signal region with the final total background
prediction. This background estimate is the sum of the ABCD method from data for the non-
resonant QCD multijets background, and the sub-dominant resonant backgrounds from MC; tt
and W+jets, correspond to less than 5% and 2% of the total background, respectively, whereas
Z +jets and dibosons combined are < 1% of the total background.
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Figure 2: Average pruned jet mass distribution shown for data (dots) and the total background
prediction. The different background components are shown with different colors while the
grey hashed band shows the total background uncertainty. On the bottom, ratio between data
and background prediction, with the grey hashed band showing the total background uncer-
tainty. The background uncertainties are described in Section 7 and summarized in Table 4.
The shaded colored regions on the bottom indicate the expected top squark signal distribu-
tions shown for two different selected masses as they would appear in data.

7 Systematic Uncertainties

We consider systematic uncertainties on the signal yield and on the background estimation.

References 9
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Figure 3: Observed and expected 95% CL upper limits on cross section vs. stop mass. The
dashed pink line shows the NLO + NLL theoretical predictions for stop pair production.

estimate. No significant deviation is found. Exclusion limits are set on the top squark pair
production cross section with decays through the RPV SUSY coupling l

00
312 to light-flavor jets

at 95% confidence level. We exclude stop masses between 80 GeV and 240 GeV.
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• ε➔0 as mass➔0 for (jj)+(jj) search
• Special trigger based on HT + jet mass
• Estimate background in control regions of 

mass asymmetry and Δη.
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Figure 4: The acceptance times e�ciency (Acc.⇥✏) of the inclusive (a) and b-tagged (b) signal region selection
is shown as a function of the resonance mass, m, before and after the mass window requirements are applied.
Top squark signals are indicated by the blue triangles, coloron by the red squares. The statistical uncertainties are
indicated by vertical bars.

Table 1: The expected number of signal events in 36.7 fb�1 from MC simulation for each of the selections applied.
Top squark masses of mt̃ = 100 GeV and mt̃ = 500 GeV and a coloron mass of 1.5 TeV are shown. The statistical
uncertainty of the MC simulation is shown for each selection.

Selection mt̃ = 100 GeV mt̃ = 500 GeV m⇢ = 1500 GeV

Total 613100 ± 700 18400 ± 130 1710 ± 10
Trigger 221900 ± 420 11900 ± 100 1650 ± 10
�Rmin 18910 ± 120 2470 ± 50 1050 ± 5

Inclusive selection 1359 ± 36 253 ± 16 51 ± 2

b-tagged selection 569 ± 24 65 ± 8 –

9

ε➔0 as mass➔0
for resolved dijets

RPV tt ➔ JJ~
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• Run 2: analysis based on number of displaced 
jets (Ntags), rather than search for displaced dijet.

EXO-16-003

J. Antonelli      Aspen 2017, March 22
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Background free search setting lots of limits

Resulting background 
yield is very small

Limits set on multiple 
models as a function of LLP 
mass and lifetime:

10 7 Results and interpretation

Table 5: Summary of the signal systematic uncertainties. When the uncertainty depends on
the specific features of the models (mass, lifetime and decay mode of the long-lived particle) a
range is quoted, which refers to the computed uncertainty for Ntags = 2 events.

Signal systematic uncertainty Effect on yield
HT trigger inefficiency 5%

Jet pT trigger inefficiency 5%
Trigger online tracking modeling 1–35%

Luminosity 2.3%
Acceptance due to PDF 1–6%

Displaced-jet tag variable modeling 1–30%

Table 6: The predicted and observed number of events as a function of Ntags. The prediction
is based on the misidentification rate derived from events with fewer than two tags. The full
event selection is applied. The uncertainty corresponds to the total background systematic
uncertainty.

Ntags Expected Observed
2 1.09 ± 0.16 1

� 3 (4.9 ± 1.0)⇥ 10�4 0

cording to the CLs prescription [14–16] in the asymptotic approximation. For each limit deriva-
tion, we consider events with Ntags � 2 using independent bins for Ntags = 2 and Ntags � 3.
Finer binning of the tag multiplicity for Ntags > 3 is found to have a negligible effect on the
expected limits. Cross section upper limits are presented as a function of the mass and lifetime
of the parent particle. The analysis sensitivity is maximal for (10 < ct0 < 1000)mm. Mass ex-
clusion bounds at fixed lifetime are also derived, comparing the excluded cross section with the
values predicted for the benchmark models described in Section 3. In the case of SUSY models,
the next-to-leading order (NLO) and next-to-leading-logs (NLL)etet⇤ production cross section is
used as a reference, computed in the large-mass limit for all other SUSY particles [17–22].

Figures 3 and 4 show the excluded pair-production cross section for the Jet-Jet and Light-Light
models, respectively. Cross sections as small as 1.2 fb are excluded for ct0 = 50 mm for both
models. Exclusion limits are also derived for resonances decaying to b` final states, as shown
in Fig. 5. The sensitivity is similar to what is observed for the Jet-Jet model, although less
stringent as additional jets give higher efficiency than additional leptons from both the tagging
and triggering perspectives. Cross sections larger than 2.5 fb are excluded at 95% CL, for ct0 in
the range 70–100 mm, which corresponds to excluding parent masses below 1130 GeV.

Figures 6 and 7 show the exclusions for the B-Tau and B-Ele models, respectively. The two
models have similar performance at high mass with slightly stronger limits for the B-Ele model
at lower mass (met = 300 GeV) and longer lifetime (ct0 > 10 mm). The highest mass excluded
in the B-Ele (B-Tau) model is met = 1145 (1150)GeV at ct0 = 70 (70)mm, corresponding to a
cross section of 2.31 (2.23) fb at 95% CL.

Figure 8 shows the exclusion for the B-Mu model. Since the analysis uses jets reconstructed
from calorimetric deposits and the two muons have small or no associated calorimeter deposits,
the signal reconstruction efficiency and displaced-jet multiplicity are smaller in this case. This
results in a weaker exclusion bound. The highest mass excluded in the B-Mu model is met =

8

• Pair-produced long lived neutral scalar X’s  
• Equal BR to all quarks (excluding tops) 
• Light-Light model excludes b decays
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Table 5: Summary of the signal systematic uncertainties. When the uncertainty depends on
the specific features of the models (mass, lifetime and decay mode of the long-lived particle) a
range is quoted, which refers to the computed uncertainty for Ntags = 2 events.

Signal systematic uncertainty Effect on yield
HT trigger inefficiency 5%

Jet pT trigger inefficiency 5%
Trigger online tracking modeling 1–35%

Luminosity 2.3%
Acceptance due to PDF 1–6%

Displaced-jet tag variable modeling 1–30%

Table 6: The predicted and observed number of events as a function of Ntags. The prediction
is based on the misidentification rate derived from events with fewer than two tags. The full
event selection is applied. The uncertainty corresponds to the total background systematic
uncertainty.

Ntags Expected Observed
2 1.09 ± 0.16 1

� 3 (4.9 ± 1.0)⇥ 10�4 0

cording to the CLs prescription [14–16] in the asymptotic approximation. For each limit deriva-
tion, we consider events with Ntags � 2 using independent bins for Ntags = 2 and Ntags � 3.
Finer binning of the tag multiplicity for Ntags > 3 is found to have a negligible effect on the
expected limits. Cross section upper limits are presented as a function of the mass and lifetime
of the parent particle. The analysis sensitivity is maximal for (10 < ct0 < 1000)mm. Mass ex-
clusion bounds at fixed lifetime are also derived, comparing the excluded cross section with the
values predicted for the benchmark models described in Section 3. In the case of SUSY models,
the next-to-leading order (NLO) and next-to-leading-logs (NLL)etet⇤ production cross section is
used as a reference, computed in the large-mass limit for all other SUSY particles [17–22].

Figures 3 and 4 show the excluded pair-production cross section for the Jet-Jet and Light-Light
models, respectively. Cross sections as small as 1.2 fb are excluded for ct0 = 50 mm for both
models. Exclusion limits are also derived for resonances decaying to b` final states, as shown
in Fig. 5. The sensitivity is similar to what is observed for the Jet-Jet model, although less
stringent as additional jets give higher efficiency than additional leptons from both the tagging
and triggering perspectives. Cross sections larger than 2.5 fb are excluded at 95% CL, for ct0 in
the range 70–100 mm, which corresponds to excluding parent masses below 1130 GeV.

Figures 6 and 7 show the exclusions for the B-Tau and B-Ele models, respectively. The two
models have similar performance at high mass with slightly stronger limits for the B-Ele model
at lower mass (met = 300 GeV) and longer lifetime (ct0 > 10 mm). The highest mass excluded
in the B-Ele (B-Tau) model is met = 1145 (1150)GeV at ct0 = 70 (70)mm, corresponding to a
cross section of 2.31 (2.23) fb at 95% CL.

Figure 8 shows the exclusion for the B-Mu model. Since the analysis uses jets reconstructed
from calorimetric deposits and the two muons have small or no associated calorimeter deposits,
the signal reconstruction efficiency and displaced-jet multiplicity are smaller in this case. This
results in a weaker exclusion bound. The highest mass excluded in the B-Mu model is met =
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Table 5: Summary of the signal systematic uncertainties. When the uncertainty depends on
the specific features of the models (mass, lifetime and decay mode of the long-lived particle) a
range is quoted, which refers to the computed uncertainty for Ntags = 2 events.

Signal systematic uncertainty Effect on yield
HT trigger inefficiency 5%

Jet pT trigger inefficiency 5%
Trigger online tracking modeling 1–35%

Luminosity 2.3%
Acceptance due to PDF 1–6%

Displaced-jet tag variable modeling 1–30%

Table 6: The predicted and observed number of events as a function of Ntags. The prediction
is based on the misidentification rate derived from events with fewer than two tags. The full
event selection is applied. The uncertainty corresponds to the total background systematic
uncertainty.

Ntags Expected Observed
2 1.09 ± 0.16 1

� 3 (4.9 ± 1.0)⇥ 10�4 0

The systematic uncertainty on the modeling of the jet tagging variables in signal MC samples
is estimated from the displaced track modeling in multijet events in data and MC. The mis-
modeling of the measured value of Q2D and IP2D

sig for single tracks is propagated to the final tag
distribution by varying the individual measured values in MC by the difference in the mea-
sured value relative to data (3–10%). The tagging variables are then recalculated. The Ntags
distribution is recalculated with the new values. The systematic uncertainty is assigned as the
relative change in events, bin by bin in Ntags. For the two tag bin, this varies from 1 to 30%
depending on the mass and lifetime. The mismodeling of amax is found to have a negligible
effect on the signal efficiency as the requirement is relatively loose.

6 Results and interpretation

The numerical values for the expected and observed yields are summarized in Table 6. The
observed yields are found to be consistent with the predicted background, within the statistical
and systematic uncertainties. No evidence for a signal at large values of Ntags is observed.

Exclusions for each model are obtained from the predicted and observed event yields in Table 6
and the signal efficiencies in Tables 1–4. All bounds are derived at 95% confidence-level (CL) ac-
cording to the CLs prescription [10–12] in the asymptotic approximation. For each limit deriva-
tion, we consider events with Ntags � 2 using independent bins for Ntags = 2 and Ntags � 3.
Finer binning of the tag multiplicity for Ntags > 3 is found to have a negligible effect on the
expected limits. Cross section upper limits are presented as a function of the mass and lifetime
of the parent particle. The analysis sensitivity is maximal for (10 < ct0 < 1000)mm. Mass ex-
clusion bounds at fixed lifetime are also derived, comparing the excluded cross section with the
values predicted for the benchmark models described in Section 2. In the case of SUSY models,
the next-to-leading order (NLO) and next-to-leading-logs (NLL)etet⇤ production cross section is
used as a reference, computed in the large-mass limit for all other SUSY particles [13–18].

• Special tracking and trigger
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Jet tagging variables
vertex α: fraction of jet’s track pT 
associated to the vertex 

- cut on highest α vertex

track IPsig: transverse distance of closest 
approach of track to PV divided by its error 

- cut on median IPsig for jet 

track Θ: transverse angle between track 
direction and direction to PV, using inner hit 

- cut on median Θ for jet

Θ2D2DIPsig!Max Θ2D2DIPsig!Max Θ2D2DIPsig!Max
image credits: J. Hardenbrook

NEW
2256654

Vertex α : fraction of jet’s 
track pT  to event vertex.
αmax : maximum over all 
vertices

IPsig : median for all tracks 
in jet of transverse d.o.c.a 
of track to primary vertex 
divided by uncertainty 

θ2D: median for all tracks in jet 
of transverse angle between 
track direction at innermost hit 
and direction to PV
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Figure 2: Schematic illustration of the 10 kinematic search intervals in the Hmiss
T versus HT

plane. Intervals 1 and 4 are discarded for Njet � 7. The intervals labeled C1, C2, and C3 are
control regions used to evaluate the QCD background. The rightmost and topmost bins extend
to HT = • and Hmiss

T = •, respectively.

the isolated-track veto to situations consistent with W boson decay. The selection criteria on
DfHmiss

T ,ji suppress background from QCD events, for which ~Hmiss
T is usually aligned along a jet

direction.

The search is performed in four-dimensional exclusive intervals of Njet, Nb-jet, HT, and Hmiss
T .

The search intervals in Njet and Nb-jet are:

• Njet: 2, 3–4, 5–6, 7–8, �9;
• Nb-jet: 0, 1, 2, �3.

Intervals with Nb-jet � 3 and Njet = 2 are discarded since there are no entries. For HT and Hmiss
T ,

10 kinematic intervals are defined, as specified in Table 1 and illustrated in Fig. 2. Events with
both small HT and large Hmiss

T are not considered because such events are likely to arise from
mismeasurement. For Njet � 7, the kinematic intervals labeled 1 and 4 are discarded because
of the small number of events. The total number of search intervals is 174.

The intervals labeled C1, C2, and C3 in Fig. 2 are control regions defined by 250 < Hmiss
T <

300 GeV, with the same boundaries in HT as kinematic intervals 1, 2, and 3, respectively. These
regions are used in the method to estimate the QCD background described in Section 7.3.2.

5 Simulated event samples
To evaluate the background, we mostly rely on data control regions, as discussed in Section 7.
Samples of simulated SM events are used to validate the analysis procedures and for some
secondary aspects of the background estimation. The SM production of tt, W+jets, Z+jets,
g+jets, and QCD events is simulated using the MADGRAPH5 aMC@NLO 2.2.2 [43] event gen-
erator at leading order (LO). The tt events are generated with up to three additional partons
in the matrix element, while up to four additional partons can be present for W+jets, Z+jets,
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Kinematic distributions
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Figure 9: The observed numbers of events and SM background predictions for regions in the
search region parameter space particularly sensitive to the production of events in the (upper
left) T1tttt, (upper right) T1bbbb, (middle left) T1qqqq, (middle right) T2tt, (lower left) T2bb,
and (lower right) T2qq scenarios. The selection requirements are given in the figure legends.
The hatched regions indicate the total uncertainties in the background predictions. The (un-
stacked) results for two example signal scenarios are shown in each instance, one with Dm � 0
and the other with Dm ⇡ 0, where Dm is the difference between the gluino or squark mass and
the sum of the masses of the particles into which it decays.
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Gluino sensitivity
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Identifying top quarks
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1. select candidate merged tops (W bosons):
• Mjet >110 GeV (50-110 GeV),  pT>400 GeV (200 GeV)

2. identify merged tops (Ws) with boosted decision tree (BDT)
• jet mass corrected for soft radiation effects (soft-drop)
• sub-jet consistency and kinematics (N-subjettiness)
• b-tagging discriminant

3. select candidate resolved tops from remaining jets
• Mass consistent with top

4. identify resolved tops with BDT based on 
jet 4-vectors and b-tagging discriminant.

6 4 Event reconstruction

framework [75]. The merged top (W) BDT is trained using as “signal” those candidates that
are truth-matched to hadronically decaying top quarks (W bosons) in a simulated signal (tt)
sample, and as “background” those candidates which could not be truth-matched. The effi-
ciency to correctly identify a truth-matched merged top or W is shown in Fig. 2 as a function of
the pT of the generated particle. The merged W tagging efficiency is measured from W bosons
stemming from the top quark decay. The moderate drop in the merged W tagging efficiency
at high pT is due to merging of the top quark decay products. The misidentification rate of
incidental quarks or gluons depends on the pT of the large-R jet and ranges between 1 � 4%
and 2 � 10% for merged tops and merged Ws, respectively.
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Figure 2: Efficiency to correctly identify a merged top (left) or a merged W (right) as a function
of the pT of the generated top quark or W boson.

The performance of these taggers is evaluated using data samples. Firstly the misidentification
rate in data is measured in a sample dominated by QCD multijet events selected using an
HT trigger (HT is defined as the scalar sum of the pT of the jets in the event). The sample
consists of events with at least one large-R jet and HT > 1 TeV. The misidentification rate
is measured as a function of the large-R jet pT and h and compared to the expected rate in
simulation. Simulation-to-data correction factors, deviating from 1 up to 20%, are calculated to
correct the performance in simulation.

Secondly, the tagging efficiencies are measured in a sample primarily composed of semileptonic
tt events that are selected using a single-muon trigger. The muon is required to have pT >
50 GeV and |h| < 2.1. To suppress other backgrounds, at least one b-tagged jet in the same
hemisphere as the muon is required, and the candidate large-R jet is required to lie in the
opposite hemisphere. Contributions from processes with no hadronically decaying top quarks
or W bosons are corrected using the corresponding misidentification correction factors before
the tagging efficiencies are measured. The observed tagging efficiencies are similar to those
estimated in simulation, and simulation-to-data correction factors typically ranging from 0.9 to
1.1 are again extracted to account for residual differences as a function of pT. Signal samples
simulated using the CMS fast simulation package are corrected in a similar way for differences
in tagging performance with respect to GEANT4-based simulation samples.

mistag rate
=1-4%

• Both BDTs discriminate between truth-matched 
and non-matched tops in tt simulation.

4.2 Identification of moderate-pT top quarks 7

4.2 Identification of moderate-pT top quarks

The decay products of moderately boosted top quarks can often be resolved into three separate
constituent jets from our primary jet collection clustered with a distance parameter of 0.4. To
achieve orthogonality with respect to the merged top and merged W objects, we consider only
a cleaned collection of these jets separated by a distance DR > 0.8 from any merged top or
W object. Three-jet “resolved top” candidates are formed starting from one of the two jets in
this cleaned collection with the highest b tagging discriminant value: this jet is designated the
“b” constituent jet. Two additional constituent jets are identified from all two-jet combinations
in the cleaned collection, excluding the already identified b, and are designated the “W” con-
stituent jets. To reduce the combinatorial background before making any stringent selections,
we require the two W constituent jets to have invariant mass within 40 GeV of the W boson
mass, and the combined three-jet system to have invariant mass within 80 GeV of the top quark
mass. These three-jet combinations are candidates for resolved top tagging.

The three-jet candidates are tagged as resolved tops by a BDT trained using a simulated tt sam-
ple. It exploits the kinematics and properties of the three-jet candidates (i.e. masses, angular
separations, and kinematics of and between the three constituent jets). In addition, the quark-
gluon discriminating observables, the b tagging discriminant value of each of the constituent
jets, and the charm-to-light discriminator [76] are included in the input variables. The perfor-
mance of the resolved top tagger is shown in Fig. 3. In the high-pT regime a moderate drop
in the tagging efficiency is observed, which is related to the fact that in this regime the top
quark decay products are typically contained within a radius of R ⇠ 0.8; hence it may not be
resolvable into three constituent jets, or, recalling the cleaning procedures, it may be identified
instead as a merged top.
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Figure 3: Efficiency to correctly identify a resolved top as a function of the pT of the generated
top quark (left); misidentification rate as a function of the pT of the resolved top in a QCD
multijet dominated sample (right).

The performance of the resolved top tagger is evaluated following a similar methodology as
described in Section 4.1. Simulation-to-data correction factors ranging from 1.00 to 1.15 are
extracted and used to correct the performance in simulation. Signal samples simulated using
the CMS fast simulation package are corrected similarly for differences in tagging performance
with respect to GEANT4-based simulation samples.

mistag rate
=5-10%

merged

resolved
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Figure 6: Observed data events and SM background predictions for the high Dm search regions
with Nb = 0 (top left), Nb = 1 (top right) and Nb � 2 (bottom). The predictions shown do not
include the effects of the maximum likelihood fit to the data. The ratio of observed data to
prediction is shown in the lower panel of each plot. The shaded blue band represents the
statistical and systematic uncertainty on the prediction. Units are in GeV.

signal benchmark point. Signal models for which the 95% CL upper limit on the production
cross section falls below the theoretical cross section (based on NLO+NLL calculations) are
considered to be excluded by this analysis.

The inclusion of the single-lepton CRs in the likelihood fit ensures that any potential signal
contamination in the CR, based on the corresponding estimated event yields for the given sig-
nal model, is taken into account in the signal cross section excluded by the fit. The systematic
uncertainties assigned to the signal and background predictions are treated as nuisance pa-
rameters in the fit. Statistical uncertainties due to the limited statistics of simulated samples
are uncorrelated between all regions and between all backgrounds. The statistical uncertain-
ties in background predictions for different SRs that are derived from a common control region
are assumed to be correlated.

The experimental uncertainties related to the lepton and th vetoes, b tagging, soft b tagging,
jet energy scale, Emiss

T resolution, pileup reweighting, and the top and W tagging are correlated
across all SRs and for all backgrounds. The uncertainties in the lost-lepton background estimate
corresponding to the variations of its tt and W+jets fractions, or of the choice in simulation of
PDF, aS, and µR/µF are also correlated for all SRs and the single-lepton CRs. Uncertainties
due to the lepton correction factors are treated as anti-correlated between the single-lepton CR

∆m>mW selection

64

Basic selection
• Nb ≥ 1, Njets ≥ 5
• Δφ(jets, MET)>0.5
• MET> 250 GeV

Sample with minimum mT(b,MET)< mtop 
is top enriched so also requires
• Njets ≥ 7
• Nresolved ≥ 1

Classify according to:
• Nmerged-top, Nresolved-top, NW, Nj, Nb
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Figure 6: Observed data events and SM background predictions for the high Dm search regions
with Nb = 0 (top left), Nb = 1 (top right) and Nb � 2 (bottom). The predictions shown do not
include the effects of the maximum likelihood fit to the data. The ratio of observed data to
prediction is shown in the lower panel of each plot. The shaded blue band represents the
statistical and systematic uncertainty on the prediction. Units are in GeV.

signal benchmark point. Signal models for which the 95% CL upper limit on the production
cross section falls below the theoretical cross section (based on NLO+NLL calculations) are
considered to be excluded by this analysis.

The inclusion of the single-lepton CRs in the likelihood fit ensures that any potential signal
contamination in the CR, based on the corresponding estimated event yields for the given sig-
nal model, is taken into account in the signal cross section excluded by the fit. The systematic
uncertainties assigned to the signal and background predictions are treated as nuisance pa-
rameters in the fit. Statistical uncertainties due to the limited statistics of simulated samples
are uncorrelated between all regions and between all backgrounds. The statistical uncertain-
ties in background predictions for different SRs that are derived from a common control region
are assumed to be correlated.

The experimental uncertainties related to the lepton and th vetoes, b tagging, soft b tagging,
jet energy scale, Emiss

T resolution, pileup reweighting, and the top and W tagging are correlated
across all SRs and for all backgrounds. The uncertainties in the lost-lepton background estimate
corresponding to the variations of its tt and W+jets fractions, or of the choice in simulation of
PDF, aS, and µR/µF are also correlated for all SRs and the single-lepton CRs. Uncertainties
due to the lepton correction factors are treated as anti-correlated between the single-lepton CR
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Figure 6: Observed data events and SM background predictions for the high Dm search regions
with Nb = 0 (top left), Nb = 1 (top right) and Nb � 2 (bottom). The predictions shown do not
include the effects of the maximum likelihood fit to the data. The ratio of observed data to
prediction is shown in the lower panel of each plot. The shaded blue band represents the
statistical and systematic uncertainty on the prediction. Units are in GeV.

signal benchmark point. Signal models for which the 95% CL upper limit on the production
cross section falls below the theoretical cross section (based on NLO+NLL calculations) are
considered to be excluded by this analysis.

The inclusion of the single-lepton CRs in the likelihood fit ensures that any potential signal
contamination in the CR, based on the corresponding estimated event yields for the given sig-
nal model, is taken into account in the signal cross section excluded by the fit. The systematic
uncertainties assigned to the signal and background predictions are treated as nuisance pa-
rameters in the fit. Statistical uncertainties due to the limited statistics of simulated samples
are uncorrelated between all regions and between all backgrounds. The statistical uncertain-
ties in background predictions for different SRs that are derived from a common control region
are assumed to be correlated.

The experimental uncertainties related to the lepton and th vetoes, b tagging, soft b tagging,
jet energy scale, Emiss

T resolution, pileup reweighting, and the top and W tagging are correlated
across all SRs and for all backgrounds. The uncertainties in the lost-lepton background estimate
corresponding to the variations of its tt and W+jets fractions, or of the choice in simulation of
PDF, aS, and µR/µF are also correlated for all SRs and the single-lepton CRs. Uncertainties
due to the lepton correction factors are treated as anti-correlated between the single-lepton CR
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20 8 Results and interpretation

8 Results and interpretation

The observed event counts in data and the SM background predictions are summarized in
Figs. 5 and 6, and Tables 5 and 6, for the low and high Dm categories, respectively. The ob-
served data are in general agreement with the predictions. The two search regions with the
most significant discrepancies correspond to the low Dm SR defined by the selection Nb � 2,
mT(b1,2, Emiss

T ) < 175 GeV, pT(ISR) > 500 GeV, pT(b12) < 80 GeV, Emiss
T > 650 GeV, and to

the high Dm SR defined by Nb = 1, mT(b1,2, Emiss
T ) > 175 GeV, Nt � 1, Nres = 0, NW � 1,

Emiss
T > 550 GeV. In these two search regions, the observed excess of data events above the

prediction corresponds to local significances of 2.3 and 1.9 standard deviations, respectively. In
both cases the deviation can be attributed to a statistical fluctuation of the data.
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Figure 5: Observed data events and SM background predictions for the low Dm search regions
with Nb = 0 (top left), Nb = 1 (top right) and Nb � 2 (bottom). The predictions shown do
not include the effects of the maximum likelihood fit to the data. The ratio of observed data
to prediction is shown in the lower panel of each plot. The shaded blue band represents the
statistical and systematic uncertainty on the prediction. Units are in GeV.

The statistical interpretation of the results in terms of exclusion limits for the signal models
we consider is based on a binned likelihood fit to the observed data, which takes into account
the predicted background and signal yields in each SR. The extraction of exclusion limits is
based on a modified frequentist approach with the CLS criterion [84, 85] using the asymptotic
assumption for the test statistic [86, 87]. All SRs, as well as the corresponding CRs, are fit
simultaneously to determine the cross section we exclude at 95% confidence level (CL) for each

∆m<mW selection
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Basic selection
• N( ) = 0, Nj ≥ 2,  
• Nmerged-top = Nresolved-top  = NW = 0
• MET > 250 GeV
• ISR jet with pT > 200 GeV
• MET significance > 10 GeV1/2 
• minimum mT(b,MET)<175 GeV

(for orthogonality with high Δm)

Classify according to:
• Nb, Nj
• ISR jet pT, bjet sum pT 

• number of secondary vertices
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Figure 6: Observed data events and SM background predictions for the high Dm search regions
with Nb = 0 (top left), Nb = 1 (top right) and Nb � 2 (bottom). The predictions shown do not
include the effects of the maximum likelihood fit to the data. The ratio of observed data to
prediction is shown in the lower panel of each plot. The shaded blue band represents the
statistical and systematic uncertainty on the prediction. Units are in GeV.

signal benchmark point. Signal models for which the 95% CL upper limit on the production
cross section falls below the theoretical cross section (based on NLO+NLL calculations) are
considered to be excluded by this analysis.

The inclusion of the single-lepton CRs in the likelihood fit ensures that any potential signal
contamination in the CR, based on the corresponding estimated event yields for the given sig-
nal model, is taken into account in the signal cross section excluded by the fit. The systematic
uncertainties assigned to the signal and background predictions are treated as nuisance pa-
rameters in the fit. Statistical uncertainties due to the limited statistics of simulated samples
are uncorrelated between all regions and between all backgrounds. The statistical uncertain-
ties in background predictions for different SRs that are derived from a common control region
are assumed to be correlated.

The experimental uncertainties related to the lepton and th vetoes, b tagging, soft b tagging,
jet energy scale, Emiss

T resolution, pileup reweighting, and the top and W tagging are correlated
across all SRs and for all backgrounds. The uncertainties in the lost-lepton background estimate
corresponding to the variations of its tt and W+jets fractions, or of the choice in simulation of
PDF, aS, and µR/µF are also correlated for all SRs and the single-lepton CRs. Uncertainties
due to the lepton correction factors are treated as anti-correlated between the single-lepton CR
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Figure 6: Observed data events and SM background predictions for the high Dm search regions
with Nb = 0 (top left), Nb = 1 (top right) and Nb � 2 (bottom). The predictions shown do not
include the effects of the maximum likelihood fit to the data. The ratio of observed data to
prediction is shown in the lower panel of each plot. The shaded blue band represents the
statistical and systematic uncertainty on the prediction. Units are in GeV.

signal benchmark point. Signal models for which the 95% CL upper limit on the production
cross section falls below the theoretical cross section (based on NLO+NLL calculations) are
considered to be excluded by this analysis.

The inclusion of the single-lepton CRs in the likelihood fit ensures that any potential signal
contamination in the CR, based on the corresponding estimated event yields for the given sig-
nal model, is taken into account in the signal cross section excluded by the fit. The systematic
uncertainties assigned to the signal and background predictions are treated as nuisance pa-
rameters in the fit. Statistical uncertainties due to the limited statistics of simulated samples
are uncorrelated between all regions and between all backgrounds. The statistical uncertain-
ties in background predictions for different SRs that are derived from a common control region
are assumed to be correlated.

The experimental uncertainties related to the lepton and th vetoes, b tagging, soft b tagging,
jet energy scale, Emiss

T resolution, pileup reweighting, and the top and W tagging are correlated
across all SRs and for all backgrounds. The uncertainties in the lost-lepton background estimate
corresponding to the variations of its tt and W+jets fractions, or of the choice in simulation of
PDF, aS, and µR/µF are also correlated for all SRs and the single-lepton CRs. Uncertainties
due to the lepton correction factors are treated as anti-correlated between the single-lepton CR
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Figure 4: The Emiss
T distribution is shown for data compared to the background prediction in

the electroweak on-Z WZ/ZZ (left), and HZ (right) signal regions. The Emiss
T template predic-

tion for each signal region is normalized to the first bin of each distribution, and therefore the
prediction agrees with the data by construction.

Table 3: Predicted and observed event yields are shown for the electroweak on-Z signal re-
gions, for each region and Emiss

T bin defined in Table 1. The uncertainties shown include both
statistical and systematic errors.

WZ/ZZ Emiss
T [GeV] 50-100 100-150 150-250 250-350 350+

Template 773.2±31.9 29.3±4.4 2.9±2.1 1.0±0.7 0.3±0.3
FS 9.4±3.0 11.1±3.6 3.2±1.1 0.1+0.2

�0.1 0.1+0.2
�0.1

Rares 10.4±2.6 14.5±4.0 15.5±5.1 5.0±1.8 2.2±0.9
Sum 793.0±32.2 54.9±7.0 21.6±5.6 6.0±1.9 2.5±0.9
Data 793 57 29 2 0

HZ Emiss
T [GeV] 50-100 100-150 150-250 250+

Template 76.7±9.4 2.9±2.4 0.3±0.2 0.1±0.1
FS 4.2±1.4 4.0±1.4 4.7±1.6 0.9±0.4
Rares 1.1±0.3 0.7±0.2 0.6±0.2 0.3±0.1
Sum 82.0±9.5 7.6±2.8 5.6±1.6 1.3±0.4
Data 82 9 5 1

Z+jets+MET search (Δm>mZ)

66

Backgrounds
• Z+jets with mismeasured jet

• MET shape from γ+jets
• VV: simulation estimate validated in 3  & 4  data
• tt + WW : estimate from e±μ∓

Selection motivation
Leptons e±e∓ or μ±μ∓

MET >100 GeV reduce SM
m( ) consistent with Z

reduce ttNb 0
MT2( ) >80 GeV

Nj >=2
reduce Z+jets

m(jj) < 110 GeV

SUS-16-034

Selection

tt, WW
Z+jets
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Figure 6: Expected and observed yields comparison in category A (top) and category B (bot-
tom) signal regions, i.e. 3 light flavor leptons including at least one OSSF pair (A) or no OSSF
pair (B), respectively.

Table 13: Category B: Expected and observed yields in events with three e or µ that do not form
an OSSF pair. The uncertainty denotes the total uncertainty on the result.

MT (GeV) Emiss
T (GeV) M`` < 100 GeV M`` � 100 GeV

0 � 120 50 � 100 52 ± 11 47 5 ± 1 2
� 100 23 ± 5 19 1.8 ± 0.7 3

� 120 � 50 31 ± 7 20 4.1 ± 1.0 6

• e±e∓+  or μ±μ∓+

• MET > 50 GeV
• Nb=0 suppresses tt

m( )<75GeV m( )=75-105GeV m( )>105GeV-

SUS-16-039
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Figure 6: Expected and observed yields comparison in category A (top) and category B (bot-
tom) signal regions, i.e. 3 light flavor leptons including at least one OSSF pair (A) or no OSSF
pair (B), respectively.

Table 13: Category B: Expected and observed yields in events with three e or µ that do not form
an OSSF pair. The uncertainty denotes the total uncertainty on the result.

MT (GeV) Emiss
T (GeV) M`` < 100 GeV M`` � 100 GeV

0 � 120 50 � 100 52 ± 11 47 5 ± 1 2
� 100 23 ± 5 19 1.8 ± 0.7 3

� 120 � 50 31 ± 7 20 4.1 ± 1.0 6
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Figure 6: Expected and observed yields comparison in category A (top) and category B (bot-
tom) signal regions, i.e. 3 light flavor leptons including at least one OSSF pair (A) or no OSSF
pair (B), respectively.

Table 13: Category B: Expected and observed yields in events with three e or µ that do not form
an OSSF pair. The uncertainty denotes the total uncertainty on the result.

MT (GeV) Emiss
T (GeV) M`` < 100 GeV M`` � 100 GeV

0 � 120 50 � 100 52 ± 11 47 5 ± 1 2
� 100 23 ± 5 19 1.8 ± 0.7 3

� 120 � 50 31 ± 7 20 4.1 ± 1.0 6

Backgrounds
• WZ estimated with 

MET<100 GeV 
sample

• nonprompt  with 
relaxed  sample

Select

• Categorize by m( ), 
mT( 3, MET), MET.
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Figure 3: Left: Electroweakino search region for 125 < Emiss
T < 200 GeV (muon only channel)

for 33.2 fb�1; Middle: 200 < Emiss
T < 250 GeV (muon and electron channel) for 35.9 fb�1; Right:

Emiss
T > 250 GeV (muon and electron channel) for 35.9 fb�1. The superimposed signal is from

neutralino-chargino (ec0
2-ec±

1 ) pair production where the mass of the chargino is 150 GeV and
the difference in mass with the lightest neutralino is 20 GeV (TChi150/20).
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Figure 4: Left: et search region for 125 < Emiss
T < 200 GeV (muon only channel) for 33.2 fb�1;

Middle: 200 < Emiss
T < 300 GeV (muon and electron channel) for 35.9 fb�1; Right: Emiss

T >
300 GeV (muon and electron channel) for 35.9 fb�1. The superimposed signal is from et pair
production where the mass of the et is 350 GeV and the difference in mass with the lightest
neutralino is 20 GeV (T2tt350/20).
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Figure 3: Left: Electroweakino search region for 125 < Emiss
T < 200 GeV (muon only channel)

for 33.2 fb�1; Middle: 200 < Emiss
T < 250 GeV (muon and electron channel) for 35.9 fb�1; Right:

Emiss
T > 250 GeV (muon and electron channel) for 35.9 fb�1. The superimposed signal is from

neutralino-chargino (ec0
2-ec±

1 ) pair production where the mass of the chargino is 150 GeV and
the difference in mass with the lightest neutralino is 20 GeV (TChi150/20).
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Figure 4: Left: et search region for 125 < Emiss
T < 200 GeV (muon only channel) for 33.2 fb�1;

Middle: 200 < Emiss
T < 300 GeV (muon and electron channel) for 35.9 fb�1; Right: Emiss

T >
300 GeV (muon and electron channel) for 35.9 fb�1. The superimposed signal is from et pair
production where the mass of the et is 350 GeV and the difference in mass with the lightest
neutralino is 20 GeV (T2tt350/20).

MET>250GeV

Selection motivation
Leptons e±e∓ or  μ±μ∓

MET >125 GeV
trigger

Nj (ISR) ≥1
 pT 5-30 GeV

reduce ttNb 0
mT( , MET) < 70 GeV
MET/HT 0.6 - 1.4 reduce QCD

m( ) [4,9], [10.5,50] GeV reduce SM 
 resonances

• Special trigger: 2 muons with pT>3GeV and 
MET>50 GeV (from ISR boost)

• Categorize based on m( ) and MET.

SUS-16-048

• Bkg estimates from data; e.g. VV in mT ctrl sample
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Figure 5: The projected 5s discovery reach for a simplified model describing gluino production,
with each gluino decaying to a tt̄ pair and an LSP, for 300 fb�1 (dashed curves) and 3000 fb�1

(solid curves). The discovery reach is shown for hPUi = 0 (black) and hPUi = 140 (magenda).

those of events with larger b-tag multiplicities. To correct for any residual dependencies, we
assign correction factors (kCS) from simulation. The uncertainty of these factors is of the order
of 30% and mainly caused by the limited statistics of the Delphes samples.

Figure 5 illustrates the 5s discovery potential for a center-of-mass energy
p

s = 14 TeV and
an integrated luminosity of 300 fb�1 and 3000 fb�1. The discovery range of gluinos can be
enhanced by 300 GeV for from 300 fb�1 to 3000 fb�1 up to 2.2 TeV, for a c0

1 with mass of up to
1.2 TeV. The mass reach is mitigated due to pileup by about 100 GeV.

5 EWKino search with final states including three leptons and

missing transverse energy

Searches for the direct electroweak production of SUSY particles are challenging at the LHC
due to its low production cross section and low hadronic activities in the event. The mass reach
for weakly-produced SUSY particles is generally weaker than that for the strongly-produced
SUSY particles; however, the large integrated luminosity expected from HL-LHC would allow
extending our sensitivity to weakly-produced SUSY particles significantly. In this section, fu-
ture sensitivities of the analysis designed to discover the direct production of charginos (c±

1 )
and neutralinos (c0

2), that decay via a W and Z boson, are presented based on a CMS 8 TeV
search [12]. Depending on the actual flavor structure of the c0

2, the concurrent c0
2 decay mode

can also be c0
2 ! Hc0

1. However, as a baseline for this study we assume the simplified model
presented in Fig. 6 with Br(c0

2 ! Zc0
1) = 100%. In order to reduce the background as efficiently

as possible, we concentrate on the decays where both bosons decay leptonically, leading to a
final state with three leptons.

We select muons and electrons with a transverse momentum of at least pT > 10 GeV. The
leading lepton is required to have pT > 20 GeV, corresponding to the trigger thresholds in

FTR-13-014

• ℓℓ

A higgsino projection for the future

 [GeV]   ±

1
χ∼, 

2
0χ∼m

100 120 140 160 180 200 220 240 260

 ) 
[G

eV
]

10 χ∼ , 20 χ∼
 m

 ( 
∆

10

15

20

25

30

35

40

45

50

1−10

1

10

210
 (13 TeV)-133.2-35.9 fbCMS Preliminary   

1
0
χ∼ W* → ±

1
χ∼, 

1
0
χ∼ Z* → 0

2
χ∼, ±

1
χ∼ 0

2
χ∼ →pp 

theoryσ 1 ±Observed 
experimentσ 1 ±Expected 

95
%

 C
L 

up
pe

r l
im

it 
on

 c
ro

ss
 s

ec
tio

n 
[p

b]

line with wino-like cross sections

 (GeV)
1
±χ∼

 = m
2

0
χ∼

m
120 140 160 180 200 220 240 260 280 300 320

 (G
eV

)
10 χ∼

 - 
m

1± χ∼
 m

 =
 m

∆

10

15

20

25

30

35

40

-135.9 fb
-1300 fb

-13000 fb

2
0
χ∼

1
0
χ∼ + 

2
0
χ∼

1
±χ∼higgsino-like cross sections 

CMS-PAS-SUS-16-048 obs.

My projection

e�0
2

e�±
1

e�0
1

�m±
1 ,01

= any

wino+bino spectrum
e�0
2

e�±
1

e�0
1

�m = O(1-10)GeV
higgsino spectrum

whole new sensitivity to an unprobed before at the LHC SUSY scenario is opened!
new result =) no official projections to HL-LHC (yet)
p
L scaling leads to 230 GeV @ �m = 7.5 GeV with 3000/fb

14 / 17CMS-PAS-SUS-16-048

L. Shchutska projection, Moriond 2017

SUSY reach at HL-LHC

Higgsino reach 230 GeV 
for small Δm.

2σ sensitivity



70

Dijet sensitivity since 2010
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Figure 6: The dijet mass distribution (points) compared to simulations of excited quarks (dot-
dashed red curves) and string resonance (green dashed curve) signals in the CMS detector.
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Figure 1: Dijet mass spectra (points) compared to a fitted parameterization of the background
(solid curve) for the low-mass search (left) and the high-mass search (right). The lower panel
in each plot shows the difference between the data and the fitted parametrization, divided by
the statistical uncertainty of the data. Examples of predicted signals from narrow gluon-gluon,
quark-gluon, and quark-quark resonances are shown with cross sections equal to the observed
upper limits at 95% CL.

Figure 1 shows the dijet mass spectra, defined as the observed number of events in each bin
divided by the integrated luminosity and the bin width, with predefined bins of width corre-
sponding to the dijet mass resolution [16]. The dijet mass spectrum for the high-mass search is
fit with the parameterization

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)
, (1)

where x = mjj/
p

s and P0, P1, P2, and P3 are four free parameters, and the chi-squared per
number of degrees of freedom of the fit is c2/NDF = 38.9/39. The functional form in Eq. (1)
was also used in previous searches [4, 6–17, 43] to describe the data. For the low-mass search
the functional form in Eq. (1) gave a poor fit to the data, c2/NDF = 27.9/21, so we used the
following parameterization which includes one additional parameter P4 to fit the dijet mass
spectrum:

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)+P4 ln (x)2 (2)

Equation (2) gave a good fit to the low-mass data, c2/NDF = 20.3/20. A Fisher F-test with a
size a = 0.05 [44] was used to confirm that no additional parameters are needed to model these
distributions, i.e. in the low-mass search including an additional term P5 ln (x)3 in Eq.( 2) gave
a similar fit to the low-mass data, c2/NDF = 20.1/19, and was rejected by the Fisher F-test. In
Fig. 1 we show the result of binned maximum likelihood fits, performed independently for the
low-mass and high-mass searches. The dijet mass spectra are well modeled by the background
fits. The lower panels of Fig. 1 shows the pulls of the fit, which are the bin-by-bin differences

7 TeV : 120 nb-1 : 2010
EXO-10-001

13 TeV : 36 fb-1 : 2016
EXO-16-056

Since 2010:  2x energy increase and 30000x luminosity increase!
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FIG. 2: (a) The measured dijet mass spectrum (points) fitted
to Eq. (2) (dashed curve). The bin-by-bin unfolding correc-
tions is not applied. Also shown are the predictions from the
excited quark, q∗, simulations for masses of 300, 500, 700,
900, and 1100 GeV/c2, respectively (solid curves). (b) The
fractional difference between the measured dijet mass distri-
bution and the fit (points) compared to the predictions for
q∗ signals divided by the fit to the measured dijet mass spec-
trum (curves). The inset shows the expanded view in which
the vertical scale is restricted to ±0.04.

and NLO pQCD predictions. The result of the fit to
the measured dijet mass spectrum is shown in Fig. 2.
Equation (2) fits the measured dijet mass spectrum well
with χ2/n.d.f. = 16/17. We find no evidence for the
existence of a resonant structure, and in the next section
we use the data to set limits on new particle production.

VII. LIMITS ON NEW PARTICLE
PRODUCTION

Several theoretical models which predict the existence
of new particles that decay into dijets are considered in
this search. For the excited quark q∗ which decays to qg,
we set its couplings to the SM SU(2), U(1), and SU(3)
gauge groups to be f = f ′ = fs = 1 [1], respectively, and
the compositeness scale to the mass of q∗. For the RS
graviton G∗ that decays into qq̄ or gg, we use the model
parameter k/M̄Pl = 0.1 which determines the couplings
of the graviton to the SM particles. The production cross
section increases with increasing k/M̄Pl; however, values
of k/M̄Pl ≫ 0.1 are disfavored theoretically [38]. For W ′

and Z ′, which decay to qq̄′ and qq̄ respectively, we use
the SM couplings. The leading-order production cross
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FIG. 3: Dijet mass distributions for simulated signals of the
q∗, RS graviton, W ′, and Z′ with the mass of 800 GeV/c2.

sections of the RS graviton, W ′, and Z ′ are multiplied by
a factor of 1.3 to account for higher-order effects in the
strong coupling constant αs [39]. All these models are
simulated with pythia Tune A. Signal events of these
models from pythia are then passed through the CDF
detector simulation.

The dijet mass distributions from q∗ simulations with
masses 300, 500, 700, 900, and 1100 GeV/c2 are shown
in Fig. 2. The dijet mass distributions for the q∗, RS
graviton, W ′, and Z ′ simulations with the mass of 800
GeV/c2 are shown together in Fig. 3. The shapes of the
distributions are mainly determined by the jet energy
resolution and QCD radiation which leads to tails on the
low mass side. Since the natural width of these parti-
cles is substantially smaller than the width from the jet
energy resolution, all the dijet mass distributions appear
similar. However, the dijet mass resonance distributions
are somewhat broader for q∗ and RS gravitons than for
W ′ and Z ′ because q∗ and RS gravitons can decay into
the mode containing gluons, unlike W ′ and Z ′. Gluons
radiate more than quarks and tend to make the resulting
dijet mass distributions broader. As a result, the cross
section limits obtained based on the q∗ and RS gravi-
ton resonance shapes are about 20% larger than those
obtained with the W ′ and Z ′ resonance shapes.

We also consider production of the axigluon A that
decays into qq̄, E6 diquark D (Dc) that decays into
q̄q̄ (qq), and color-octet techni-ρ (ρT8) that decays into
qq̄ or gg. Their lowest-order theoretical predictions for
σsig ≡ σ · B · A are shown in Fig. 4 along with the pre-
dictions for the other models described above as a func-
tion of new particle mass, where σ is the new particle
production cross section, B is the branching fraction to
dijets, and A is the kinematical acceptance for each of
the leading two jets to have |y| < 1. In addition, the
flavor-universal coloron C which decays to qq̄ is consid-
ered. The cross section for the coloron is always larger
than or equal to that for the axigluon, so the limits on
the axigluon apply to the coloron as well. For ρT8 pro-
duction, predictions are for the mass-degenerate ρT8 with
the standard topcolor-assisted-technicolor couplings and
with the set of parameters in [40].

We set upper limits on σsig ≡ σ·B·A as follows. We use
the likelihood function L =

∏

i µni

i exp(−µi)/ni!, where

2 TeV : 1.3 fb-1 : 2008
arXiv:0812.4036
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Figure 26. A compilation of WIMP-nucleon spin-independent cross section limits (solid curves), hints
for WIMP signals (shaded closed contours) and projections (dot and dot-dashed curves) for US-led direct
detection experiments that are expected to operate over the next decade. Also shown is an approximate
band where coherent scattering of 8B solar neutrinos, atmospheric neutrinos and di↵use supernova neutrinos
with nuclei will begin to limit the sensitivity of direct detection experiments to WIMPs. Finally, a suite of
theoretical model predictions is indicated by the shaded regions, with model references included.

We believe that any proposed new direct detection experiment must demonstrate that it meets at least one
of the following two criteria:

• Provide at least an order of magnitude improvement in cross section sensitivity for some range of
WIMP masses and interaction types.

• Demonstrate the capability to confirm or deny an indication of a WIMP signal from another experiment.

The US has a clear leadership role in the field of direct dark matter detection experiments, with most
major collaborations having major involvement of US groups. In order to maintain this leadership role, and
to reduce the risk inherent in pushing novel technologies to their limits, a variety of US-led direct search

Community Planning Study: Snowmass 2013

Panda-X limit at 1 TeV 


