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Statistics is all about answering questions

What is the chance of obtaining a 1 when throwing a six-faced die?

We can throw a dice 100 times, and count how many times we obtain 1

What is the chance of tomorrow being rainy?

We can try to give an answer based on the recent past weather, but we
cannot – in general – repeat tomorrow and count
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Where does statistics live

Theory

Approximations
Free
parameters

Statistics!

Estimate parameters
Quantify uncertainty
in the parameters
estimate
Test the theory!

Experiment

Measurement with
random
fluctuations
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What is a “probability”?

Ω: set of all possible elementary
(exclusive) events Xi

Exclusivity: the occurrence of one event
implies that none of the others occur
Probability then is any function that
satisfies the Kolmogorov axioms:

P(Xi) ≥ 0, ∀i
P(Xi or Xj) = P(Xi) + P(Xj)∑

Ω P(Xi) = 1

Andrey Kolmogorov.
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Frequentist probability - 1

The most familiar one: based on the possibility of repeating an
experiment many times
Consider one experiment in which a series of N events is observed.
n of those N events are of type X
Frequentist probability for any single event to be of type X is the empirical
limit of the frequency ratio:

P(X ) = limN→∞
n
N
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Frequentist probability - 2

The experiment must be repeatable in the same conditions
The job of the physicist is making sure that all the relevant conditions in
the experiments are the same, and to correct for the unavoidable
changes.

Yes, relevant can be a somehow fuzzy concept
In some simple cases, you can directly build the full table of frequencies
(e.g. dice throws, poker)
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Subjective (Bayesian) probability - 1

Based on the concept of degree of belief
P(A) = subjective degree of belief that the hypothesis A is true

Operational definition (by de Finetti) based on the coherent bet
Goal: determine P(X )
Assume that if you bet on X , you win a fixed amount if X later occurs, and
nothing if it doesn’t
P(X ) = largestamountyouwouldbewillingtobet

theamountyoustandtowin

Surprisingly, it obeys all the Kolmogorov axioms! It is a probability.
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Bayesian probability - 2

Is is as much a property of the observer as it is of the system being
observed
It depends on the state of the observer’s prior knowledge, and will in
general change as the observer obtains more knowledge
This is the so-called subjective probability. There is also an objective
Bayesian probability, but professional statisticians are not satisfied with
its theory
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Conditional probabilities: Bayes theorem

Probabilities can be combined to obtain more complex expressions
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A word of advice about conditional probabilities

Conditional probabilities are not commutative! P(A|B) 6= P(B|A)

Example from Louis Lyons:
A: being female
B: being pregnant

The probability for a female to be pregnant, P(pregnant |female), is
roughly 3%

The probability for a pregnant person to be female, P(female|pregnant) is
unarguably >>>>> 3% ,
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Bayes theorem in the bayesian framework - 1

Which is the connection of Bayes theorem with Bayesian probability?

Bayes theorem, P(B|A) = P(A|B)×P(B)
P(A) , holds for any generic probability

In frequentist probability, A and B are sets of events
In bayesian probability, A or B are a set of hypotheses θi

P(θi) represents the degree of belief in hypothesis θi

Hypotheses are not random variables, so frequentist approach is not
possible!
Bayes theorem involving hypotheses can only be applied in Bayesian
framework!
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Bayes theorem in the bayesian framework - 2

Bayesian case: P(θi |X o) = P(X o|θi )×P(θi )
P(X o)

P(θi|Xo): posterior probability for hypothesis θi , given the observed data
P(Xo|θi): probability of obtaining the observed data given the hypothesis θi .
It must be known (it is essentially a description of the behaviour of the
experimental apparatus)
P(θi): prior probability, representing the knowledge or degree of belief in
different hypotheses before the experiment is performed
P(Xo): it can be seen a a normalization constant (since the sum over i of the
left side must be unity if the hypotheses for a complete and exclusive set)
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Short summary on bayesian vs. frequentist

Frequentists are restricted to statements related to
P(data|theory) (kind of deductive reasoning)
The data is considered random
Each point in the “theory” phase space is treated independently (no notion of
probability in the “theory” space)
Repeatable experiments

Bayesians can address questions in the form
P(theory |data) ∝ P(data|theory)× P(theory) (it is intuitively what we
normally would like to know)
It requires a prior on the theory
Huge battle on subjectiveness in the choice of the prior goes here - see §7.5
of James’ book
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A joke to (hopefully) keep you awake...

Frequentists use impeccable logic to deal with an issue of no interest to
anyone
Bayesians address the question everyone is interested in, by using
assumptions no-one believes

P. G. Hamer
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Speaking of questions everyone is interested in...

Diagnostic example (Michael Goldstein)
There is a deadly illness

D: you are diseased
H: you are healthy

There is a diagnostic test
+: you are positive
-: you are negative

It catches almost all the sick people: P(+|D) = 0.99
It take in a small number of false positives: P(+|H) = 0.01
You test is positive. Are you fucked up?

You need to know that the incidence of the disease is 1 out of 1000
people! P(D) = 0.001
Then, Bayes theorem says:
P(D|+) = P(+|D)P(D)

P(+) = P(+|D)P(D)
[P(+|D)P(D)+P(+|H)P(H) = 0.09
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Distributions

The notion of random error is related to the concept of spread of values
obtained from a set of repeated experiments
A distribution n(x) describes how often a value of the variable x occurs in
a defined sample
We need a way of synthesizing the information given by the distribution,
typically into

The value at which the distribution is centered
How widely spread are the values around that central value
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A step back: probability density functions

As a physicist you may often think that nature can be described by a
continuous probability distribution f (X )

In this view, our distributions are discrete because of the finiteness of our
scan of the variable X

One can write f (X ) = lim∆X→0
P(X)
∆X

From dimensional arguments, f (X ) is a probability density function (p.d.f.)
Can be extended to an arbitrary number of independent variables
f (X ,Y ,Z , ...)
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More on p.d.f.

Continuous case: P(a < x < b) =
∫ b

a f (x)dx
Joint p.d.f.: function of many variables f (x , y , ...)
Marginal p.d.f.: integrate on the unwanted variables: fx (x) =

∫
f (x , y)dy

Conditional p.d.f.: compute at fixed value: f (x |y) = f (x,y)
fy (y)
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Estimate parameters

X ∼ f (x ; θ) = 1
θe−x/θ

Have data ~x
Goal: estimate θ, i.e. obtain an estimator θ̂(~x) for the parameter
The estimator is itself a random variable

You can repeat the process of computing it with different data, and look into
its sampling distribution
There is no best estimator: you have to look at its sampling distribution!
Decide according to its properties
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p.d.f. are awesome

Take any given function g(X ) of a random variable with p.d.f. f (X )

You can obtain the average value of the function simply by weighting it by
the p.d.f.!
Expectation value: E(g) =

∫
Ω

g(X )f (X )dX
g(X ) = X is a legitimate function!
The expectation of X is called mean of the density f(X), or expected value of
X, denoted by µ =

∫
Ω

Xf (X )dX
The expectation value of (X − µ)2 is called variance V(X) of the density f(X),
denoted often by σ2

σ is called “standard deviation”, but at this level this is just a definition
Any connection between probability content and standard deviations require
a large discussion on confidence intervals

Not all distributions have a mean (e.g., the Cauchy distribution does not
have a mean)
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Estimate parameters

bias: E [θ̂]− θ
We would naturally want to minimize the bias

variance: σθ̂
We would naturally want to minimize the variance

Ideally, we would like to optimize w.r.t. both criteria
In general, impossible!

Bias-variance tradeoff
You have to decide which one to optimize, or to accept an intermediate
solution
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Method of maximum likelihood

P(~x |θ) = L(θ) (a model function of the data and of one parameter
Maximum likelihood estimate: θML := argmaxθL(θ)

Somehow it does not give you the best bias/variance tradeoff
To perform the maximization, it is usually easier to maximize the
logarithm of the likelihood

You are interested usually in the global maximum, not in any local maximum
Computationally, often it is best to minimize its negative

Example: f (t ; τ) = 1
τ e−t/τ

E [f ] = τ , V [f ] = τ 2

t1, t2, t3... Indipendent and Identically Distributed sample
Compute the joint probability
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Information Inequality – 1

Rao-Cramer-Frechet (RCF) bound
V [θ̂] ≥ (1+∂b/∂θ)2

−E
[
∂2 lnL/∂θ2

]
In multiple dimensions, this is linked with the Fisher Information Matrix:
Iij = E

[
∂2lnL/∂θi∂θj

]
Approximations

Neglect the bias (b = 0)
Inequality is an approximate equality (true for large data samples)

V [θ̂] ' 1
−E
[
∂2 lnL/∂θ2

]
Estimate of the variance of the estimate of the parameter!
V̂ [θ̂] ' 1

−E
[
∂2 lnL/∂θ2

]
|θ= ˆtheta
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Information Inequality – 2

The variance is linked to the second derivative of the likelihood
You can “read” the variance of the estimate from the curvature of the
likelihood
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Redefine the discrete case

Let’s assume that there is an underlying population of infinite events,
characterized by a continuous p.d.f.
Our set of values for X can be seen as sampling from that population
We want to obtain estimates for our sample mean and variance

Sample mean X̂ = 1
N

∑N
i=1 Xi

E(X̂ ) = E(X ): unbiased!
σ2(X̂ ) = 1

N σ
2(X ): more data improve the accuracy of the estimate of the

population mean!

Sample variance would be : σ̂2
X = 1

N

∑N
i=1(xi − µ)2

However, µ is the unknown population mean: we have only sample-wise
quantities available

Sample variance: σ̂2
X = 1

N

∑N
i=1(xi − x̂)2

E(σ̂2
X ) =

N−1
N σ2(X )

Is this OK? Why?
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Correctly define the sample variance

The sample variance is an estimator of the variance of the population
The variance of the population is obviously independent on the size of
our sample
To obtain an unbiased estimate of the variance of the population, it is
enough to chance normalization factor

Sample variance: σ̂2
X = 1

N−1

∑N
i=1(xi − x̂)2

E(σ̂2
X ) =

N−1
N−1σ

2(X ) = σ2(X ): unbiased!
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A few notable distributions - 1
Binomial

Discrete variable: r , positive integer ≤ N
Parameters:

N, positive integer
p, 0 ≤ p ≤ 1

Probability function: P(r) =
(N

r

)
pr (1− p)N−r , r = 0, 1, ...,N

E(r) = Np, V (r) = Np(1− p)
Usage: probability of finding exactly r successes in N trials. The distribution
of the number of events in a single bin of a histogram is binomial (if the bin
contents are independent)
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A few notable distributions - 2
Poisson

Discrete variable: r , positive integer
Parameter: µ, positive real number
Probability function: P(r) = µr e−µ

r !

E(r) = µ, V (r) = µ
Usage: probability of finding exactly r events in a given amount of time, if
events occur at a constant rate.
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A few notable distributions - 3
Gaussian

Variable: X , real number
Parameters:

µ, real number
σ, positive real number

Probability function: f (X ) = N(µ, σ2) = 1
σ
√

2π
exp
[
− 1

2
(X−µ)2

σ2

]
E(X ) = µ, V (X ) = σ2

Usage: describes the distribution of independent random variables. It is also
the high-something limit for many other distributions
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A few notable distributions - 4
χ2 (Chi2)

Variable: X , positive real number
Parameters:

N, positive integer (“degrees of freedom”)

Probability function: f (X ) =
1
2

(
X
2

)N/2−1
e−X/2

Γ
(

N
2

)
E(X ) = N, V (X ) = 2N
Usage: describes the distribution of the sum of squares of a random
variable,

∑N
i=1 X 2

i
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Some relationship among distributions

It is often convenient to know the asymptotic properties of the various
distributions
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Let’s make it funnier: more variables!

Let our function g(X ) be a function of more variables, ~X = (X1,X2, ...,Xn)

(with p.d.f. f (~X ))

The expectation value for g(~X ) is:
E(g(~X )) =

∫
g(~X )f (~X )dX1dX2...dXn = µg

The variance for g(~X ) is:
V [g] = E

[
(g − µg)2

]
=
∫

(g(~X )− µg)2f (~X )dX1dX2...dXn = σ2
g

But why limit ourselves to pitting each variable with itself?
Covariance: of two variables X, Y:
VXY = E

[
(X−µX )(Y−µY )

]
= E [XY ]−µXµY =

∫
XYf (X ,Y )dXdY−µXµY

It is also called “error matrix”, and sometimes denoted cov [X ,Y ]
It is symmetric by construction: VXY = VYX , and VXX = σ2

X
To have a dimensionless parameter: correlation coefficient ρXY = VXY

σXσY
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Understanding covariance
VXY is the expectation for the product of deviations of X and Y from their
means
If having X > µX enhances P(Y > µY ), and having X < µX enhances
P(Y < µY ), then VXY > 0: positive correlation!
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Mutual information: take it to the next level
Covariance acts taking into account only the the first order in the
expansion
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Error propagation - 1

Assume that we have n random variables ~X = (X1...Xn) with p.d.f. f (~X )

Assume that we do not know completely f (~X )!!! We only know the mean
values µ1...µn and the covariance matrix Vij

Consider a function g(~X ): if we want its p.d.f., in principle we could
operate a change of variables using the Jacobian of g(~X

But we do not know fully the p.d.f., so we cannot write analitically the
Jacobian
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Error propagation - 2

We can still expand g(~X ) to first order around the mean values µi :
g(~X ) ' g(~µ) +

∑N
i=1

[ ∂g
∂Xi

]
X=µ

(Xi − µi )

Expectation value of g at the first order: E [g(~X )] ' g(~µ) (because
E [Xi − µi ] = 0)

Variance: σ2
g '

∑N
i,j=1

[ ∂g
∂Xi

∂g
∂Xj

]
X=µ

V[ij]

Covariance (for set of functions g1...gm):
cov [gk ,gl ] '

∑N
i,j=1

[∂gk
∂Xi

∂gl
∂Xj

]
X=µ

V[ij]

The variances are propagated from the Xi to the functions gk , via the
jacobian of the tranformation
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Error propagation - 3

From the general formula one can derive expressions for any possible
transformation of the variables.
A couple simple cases:
Y = X1 + X2

σ2
Y = σ2

1 + σ2
2 + 2V12

If variables are uncorrelated, the last term disappears ,

Y = X1X2
σ2

Y
Y 2 =

σ2
1

X2
1
+

σ2
2

X2
2
+ 2 V12

X1X2

If variables are uncorrelated, the last term disappears ,
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What about combining the results of many experiments?

Let’s have several experiments measuring the same physical quantity,
giving a set of answers ai with errors σi

Best estimate of a: a =
∑

ai/σ
2
i∑

1/σ2
i

Best estimate of the accuracy σ: 1
σ2 =

∑
1/σ2

i

The best estimate arises when each experiment is weighted by 1
σ2

i
, which

in some sense gives a measure of the information content of that
particular experiment!
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A little exercise to fix ideas

We are trying to determine the number of married people in a country
(let’s assume that there marriage is is only between a man and a woman)
We have performed two experiments, yielding the following results:

Number of married men: 10.0± 0.5 million
Number of married women: 8± 3 million

How many married people are in the country?

The number of married people is the sum of the married men and
married women

Summing and propagating errors for the sum: 18± 3 million. 17% accuracy

Because of the laws of the country, the number of married men must be
equal to the number of married women, meaning that each of those
numbers is the estimate of the same physical quantity, “the half of the
number of married people”

Combining the two experiments together: 20± 1 million. 5% accuracy!

Adding extra information improves the accuracy of the answer! It is all a
matter of information!

Vischia Fit for conversions March 20th, 2016 39 / 64



A little exercise to fix ideas

We are trying to determine the number of married people in a country
(let’s assume that there marriage is is only between a man and a woman)
We have performed two experiments, yielding the following results:

Number of married men: 10.0± 0.5 million
Number of married women: 8± 3 million

How many married people are in the country?
The number of married people is the sum of the married men and
married women

Summing and propagating errors for the sum: 18± 3 million. 17% accuracy

Because of the laws of the country, the number of married men must be
equal to the number of married women, meaning that each of those
numbers is the estimate of the same physical quantity, “the half of the
number of married people”

Combining the two experiments together: 20± 1 million. 5% accuracy!

Adding extra information improves the accuracy of the answer! It is all a
matter of information!

Vischia Fit for conversions March 20th, 2016 39 / 64



A little exercise to fix ideas

We are trying to determine the number of married people in a country
(let’s assume that there marriage is is only between a man and a woman)
We have performed two experiments, yielding the following results:

Number of married men: 10.0± 0.5 million
Number of married women: 8± 3 million

How many married people are in the country?
The number of married people is the sum of the married men and
married women

Summing and propagating errors for the sum: 18± 3 million. 17% accuracy

Because of the laws of the country, the number of married men must be
equal to the number of married women, meaning that each of those
numbers is the estimate of the same physical quantity, “the half of the
number of married people”

Combining the two experiments together: 20± 1 million. 5% accuracy!

Adding extra information improves the accuracy of the answer! It is all a
matter of information!

Vischia Fit for conversions March 20th, 2016 39 / 64



A dirty trick: the Central Limit Theorem - 1

Take a set ~X = (X1...XN)
of independent variables
following an arbitrary
distribution with mean µ
and variance σ2.
Take their arithmetic
mean: X̂ = 1

N

∑N
i=1 Xi

In the limit N →∞, the
mean follows a Gaussian
distribution with mean µ
and variance σ2

N

How large do you think N
needs to be to have a
“good” approximation?
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A dirty trick: the Central Limit Theorem - 2

N does not need to be
really large
The underlying p.d.f. of
the variables does not
matter! (this example:
uniform)
This is a very powerful
technique to switch from
any p.d.f. to a gaussian
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On reporting the result of a measurement - 1

Let’s measure the acceleration g due to gravity, that we know from
super-pro experiments to be 9.81m/s2!

We can do that by using a pendulum

Say we obtain, as a result, 9.70
Are we happy? Why?

We are not happy. Any measurement is subject to uncertainties (detector
inefficiencies, effects due to the limited amount of events available, and so
on) that limit its accuracy. We want to quote an experimental error on the
quantity of interest, as an expression of the accuracy of our measurement
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On reporting the result of a measurement - 2

Let’s measure the acceleration due to gravity, that we know from
super-pro experiments to be 9.81m/s2!
What can we say in the different cases?
Say we obtain, as a result, 9.70± 0.15

It is compatible with the “known” value, assumed not affected by error (or
with negligible error)

Say we obtain, as a result, 9.70± 0.01

It is incompatible with the “known” value. If our experiment is OK, we have
made an earth-shattering discovery!

Say we obtain, as a result, 9.70± 5

It is compatible with the “known” value, and with too many other values. We
should set up a better experiment!
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On the dangers of “compatibilitity with previous values” - 1

You got a value incompatible with previous prestigious experiments. What
now?

“The result is wrong, please repeat experiment until you get the correct
result”

WRONG ATTITUDE, MATE. That’s the worst you can do (more on that when
speaking about coverage)

“The result might be wrong, please recheck the full procedure, possibly
coming up with alternative measurements. If no issue is found, quote the
current value. After all, the previous experiments might have issues”

Healthy attitude

“The result is correct, let’s just publish it and claim previous experiments
have issues”

Borderline, but not advisable. You should really crosscheck your result.
Reporting the value can be done without claiming that previous measurements
have issues (you cannot be certain of that, so you cannot claim it)
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On the dangers of “compatibilitity with previous values” - 2

A bit of history shows that biases in measurements are pretty common in
history

Some of those are just the effect of high-precision experiments popping up,
or older data being discarded, beware

Plots from http://pdg.lbl.gov/2015/reviews/rpp2015-rev-history-plots.pdf
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So, what about these “errors”?
Two fundamentally different kinds of error:
Random (statistical) errors

Inability of any measuring device (and scientist) to give infinitely accurate
answers
Even for integral quantities (e.g. counting experiments), fluctuations occur in
observations on a small sample drawn from a large population
They manifest as spread of answers scattered around the true value

Systematic errors
They result in measurements that are simply wrong, for some reason
They manifest usually as offset from the true value, even if all the individual
results can be consistent with each other
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Worrying about systematic errors

An approach based on repeated measurements will not work: systematic
errors are sneaky

If you measure a resistance with an ohmeter reading in kOhms while we
thing he reads in Ohms, you will fuckup of a factor 1000 every single time,
yet everything will seem consistent

If you suspect something might be off, you can devise cross-checks (e.g.
measure a known resistor with your ohmeter)
There is no general prescription on how to deal with systematic errors

To a large extent, it requires common sense plus experience

Normally once a source of systematic error is identified, one can just
correct for it

Sometimes (often, in HEP) the correction factor itself is affected by
systematic and/or random error, and ultimately the final estimate will have to
have a systematic error associated to it
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Bayes vs Frequentist approach to hypothesis testing

Frequentist:
Probability defined only for data (outcomes of repeated measurements)
P(SUSY ) either 0 or 1: SUSY is either true or false
A preferred model predicts high probability for data to be similar to the data
you observed

Subjective (Bayesian):
Extend the interpretation of probability to hypotheses
P(H|~X ) probability of the hypothesis given a specific set of outcomes
Compute as P(H|~x) = P(~xπ(H)∑

i P(~x|Hi )π(Hi )

π(H) prior (to our experiment) probability: can (and should) be updated!
P(~x result of your experiment, “likelihood”∑

i P(~x |Hi)π(Hi) essentially a normalization factor (except if you are trying to
actually compute limits from it)
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Choose the prior

There is no golden (unique) rule!
Objective Bayesian: formal rules to choose a prior

Tries to fix arbitrariety of the prior
Use invariance principle

Subjective Bayesian: individual belief
Elicitation of expert opinion: ask a few experts
Calibrate the degree of belief using previous experiments
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The likelihood function

Consider the p.d.f. for the independent variables X, given the parameters
θ

P(X|θ) = P(X1, ...,XN |θ) =
∏N

i=1 f (Xi |θ)

Now, replace the variable X with the observed data XO

P is no longer a p.d.f., and is a function of θ only.
Likelihood function: L(θ) = P(XO|θ)
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Likelihood function is awesome - 1
Take a variable X with an uniform p.d.f.
Transform it by Y = cos(X )

The new p.d.f. is different from the beginning: P(Y (X )|θ) = P(X |θ)
|dY/dX

But the jacobian transformation act on probability density, guaranteeing
that P(Y (X1) < Y < Y (X2)) = P(X1 < X < X2)
Probabilities are invariant under change of variable
The mode of the probability density is not invariant, so any “maximum
probability density” criterion is broken
Likelihood ratio is invariant under change of variable (Jacobian in
denominator and numerator cancel out)
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Likelihood function is awesome - 2

Let’s now change the parameter θ to u(θ)

The likelihood function is invariant!!! L(θ) = L(u(θ))

The likelihood function being invariant under reparametrization of θ
reinforces the fact that the likelihood function is NOT a p.d.f. in θ
Criteria of maximization of the likelihood survive perfectly to
reparametrization

Actually, computationally it is easier to minimize −log(L)

It is practically always possible to work with parabolic likelihoods
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Hypothesis testing – 1

Suppose we want to decide between two hypotheses
H0 (for example: only Standard Model exists, no Higgs)
H1 (for example: there is a Higgs)

We want to test the null hypothesis H0 against the alternative
hypothesis H1

We are not testing H1

Let X be a function of the observations (called “test statistic”)
Let W be the space of all possible values of X
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Basic hypothesis testing – 2

Divide W into
A critical region w : observations X falling into w are regarded as suggesting
that H0 is NOT true
A region of acceptance W − w

The size of the critical region is adjusted to obtain a desired level of
significance α

Also called size of the test
P(X ∈ w |H0) = α
α is the probability of rejecting H0 when H0 is actually true
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Basic hypothesis testing – 3

The usefulness of the test depends on how well it discriminates against
the alternative hypothesis
The measure of usefulness is the power of the test

P(X ∈ w |H1) = 1− β
Power (1− β) is the probabiliity of X falling into the critical region if H1 is true
P(X ∈ W − w |H1) = β
β is the probability that X will fall into the aceptance region if H1 is true

NOTE: some authors use β where we use 1− β. Pay attention, and live
with it.
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Basic hypothesis testing – 4

H0: pp → pp elastic
scattering
H1: pp → ppπ0

Compute the missing
mass M (as total rest
energy of unseen
particles)
Under H0, M = 0
Under H1, M = 135 MeV

Choose H0 Choose H1

H0 is true 1− α α (Type I error)
H1 is true β (Type II error) 1− β
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Which test statistic?

In general, any function X of the data can be used
It is desirable to have a good separation between the conditional p.d.f.s
P(X |H0) and P(X |H1)
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How to choose a test statistic - 1

Take the likelihood function L(θ) =
∏N

i=1 f (Xi |θ)

In general, the parameter space θ of the parameters θ can be partitioned
such as

H0: θ ∈ ν
H1: θ ∈ θ − ν

A good test statistic for hypothesis testing is then the maximum likelihood
ratio
λ = maxθ∈ν L(θ

maxθ∈θ L(θ

It usually produces the most powerful test.
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The Neyman-Pearson Lemma

The maximum power for the signal hypothesis for a given significance
level (=background efficiency) is obtained by defining the acceptance
region such that

λ = P(X |H1)

P(X |H0)
≥ k for each x in the acceptance region

λ < k for each x outside the acceptance region

Equivalently, the ratio represents the test statistic that gives the best
signal efficiency for a given background efficiency (or for a given signal
purity)
Not always computable (hence multivariate classifiers)
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Let’s make it messier - 2

Systematic uncertainties can be (are usually) parametrized into the
likelihood function
Separate the parameters into

the signal strength µ (often representing σ/σSM )
the parameters representing uncertainties, nuisance parameters θ

H0: µ = 0 (Standard Model only, no Higgs)
H1: µ = 1 (Standard Model + Standard Model Higgs)
Find the maximum likelihood estimates (MLEs) µ̂, θ̂

Find the conditional MLE ˆ̂
θ(µ), i.e. the value of θ maximizing the

likelihood function for each fixed value of µ

Write the test statistics as λ(µ) = L(µ, ˆ̂θ(µ)

L(µ̂,θ̂

This beast depends on the signal strength µ, but NOT on the nuisance
parameters
Nuisance parameters have been “profiled”, i.e. their MLE has been taken
as a function of each value of µ
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A practical example: Higgs discovery - 1

Apply a full procedures to compute correctly all the needed quantities
(CLs method)
End up with plotting the signal strength for different Higgs mass
hypotheses
What can we say about this plot?
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A practical example: Higgs discovery - 2

Bonus: what does the significance of the discovery (“the sigmas”)
represent?

how likely is that H0 (SM-only) is true and the observed excess rises
as consequence of a random fluctuation of the background?
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Summary

Defined basic concepts for probability
Defined framework for estimating parameters
The Maximum Likelihood method
Bases on hypothesis testing
In the next slide you can find some references
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Non-exhaustive list of references

Frederick James: Statistical Methods in Experimental Physics - 2nd
Edition, World Scientific
Glen Cowan: Statistical Data Analysis - Oxford Science Publications
Louis Lyons: Statistics for Nuclear And Particle Physicists - Cambridge
University Press
Louis Lyons: A Practical Guide to Data Analysis for Physical Science
Students - Cambridge University Press
Annis?, Stuard, Ord, Arnold: Kendall’s Advanced Theory Of Statistics I
and II
R.J.Barlow: A Guide to the Use of Statistical Methods in the Physical
Sciences - Wiley
Kyle Cranmer: Lessons at HCP Summer School 2015
Kyle Cranmer: Practical Statistics for the LHC -
http://arxiv.org/abs/1503.07622
Harrison Prosper: Practical Statistics for LHC Physicists - CERN
Academic Training Lectures, 2015 https://indico.cern.ch/category/72/
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THANKS FOR THE
ATTENTION!
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Backup
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Example: the Monty Hall problem

Suppose you’re on a game show, and you’re given the choice of three
doors

Behind one door is a car;
behind the others, goats.

You pick a door, say No. 1, and the host, who knows what is behind the
doors, opens another door, say No. 3, which has a goat.
He then says to you, “Do you want to pick door No. 2?”
Is it to your advantage to switch your choice?

ALWAYS SWITCH, DUDE!
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