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Overview (Jet cross-sections at 8 and 13 TeV)

I Measurement of the inclusive-jet cross section at 8(13) TeV with an
integrated luminosity of 20.2(3.2) fb�1.

I Measurement of the dijet cross section at 13 TeV with an integrated
luminosity of 3.2 fb�1.

I Measured cross-sections are compared to NLO QCD calculations
corrected for non-perturbative and electroweak effects.

I Level of agreement with NLO predictions is quantified via a �2 test.

I Qualitative comparison with the recent NNLO QCD calculations for
inclusive-jet cross-section at 13 TeV. (Our first NNLO comparison!)
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Event Reconstruction and Selection

I Jets reconstructed using the anti-kt algorithm, with a radius parameter
value of R=0.4 (8 and 13 TeV) and R=0.6 (8 TeV).

I Jets calibrated using Monte Carlo simulation and data-driven methods.

Analysis Selection Phase-space
Inclusive-jet @8 TeV |y | < 3.0 |y | < 3.0

pT > 70 GeV pT : 70 � 2500 GeV
Inclusive-jet @13 TeV |y | < 3.0 |y | < 3.0

pT > 100 GeV pT : 100 � 3500 GeV
Dijet @13 TeV y⇤ < 3.0 y⇤ < 3.0

pT2 > 75 GeV mjj : 300 � 9000 GeV
HT2 = (pT 1 + pT 2) > 200 GeV

y⇤ = |y1 � y2| /2 where 1,2 subscripts label the highest and second highest
pT jet within |y | < 3.0

4 / 37



Cross-section definition

The inclusive-jet cross-section is measured as a function of the jet pT,
in six absolute jet rapidity |y | bins:

|y | < 0.5, 0.5  |y | < 1.0, 1.0  |y | < 1.5,

1.5  |y | < 2.0, 2.0  |y | < 2.5, 2.5  |y | < 3.0.

The dijet cross-section is measured as a function of the dijet invariant mass,
in six y⇤ bins:

y⇤ < 0.5, 0.5  y⇤ < 1.0, 1.0  y⇤ < 1.5,

1.5  y⇤ < 2.0, 2.0  y⇤ < 2.5, 2.5  y⇤ < 3.0.

5 / 37



Trigger

Trigger Data is selected using several jet transverse energy thresholds.

Trigger strategy Inclusive combination of single-jet triggers. arXiv:0901.4118
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I The trigger efficiency is equal to or above 99.9% in the pT range where it was considered.
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Monte Carlo Generators

Pythia, Sherpa, Powheg and Herwig++ MC generators1 used for:

Deconvolution of detector effects (unfolding) (Pythia and Sherpa).

Evaluation of non-perturbative (NP) corrections (Pythia).

Estimation of NP correction uncertainties (Pythia and Herwig++).

Propagation of experimental systematic uncertainties (Pythia and Powheg).

1The MC versions and PDF sets used for each generator are detailed in backup slide 27
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Bayesian Unfolding

I Iterative Dynamically Stabilised (IDS) method used to correct
reconstructed spectra for detector inefficiencies and resolution effects.

I Based on a transfer matrix (TM) constructed using simulated events.

I Inclusive-jet: the TM is filled jet by jet by matching a reco jet with a
particle-level jet within a radius of R = 0.3.

I Dijet: the TM is filled event by event when lying in the same y⇤ bin.

I Three steps of the unfolding procedure correcting for:
1 Matching impurity at reconstructed level (Pj ).
2 Migrations between neighbour pT(mjj ) bins (Aij ).
3 Matching inefficiency at particle-level (Ei ).

Nunfolded
i =

X

j

N reco
j · Pj · Aij / Ei
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Theoretical Predictions

I QCD calculations: Done with NLOJet++ plus non-perturbative and
electroweak corrections

Nominal scale choice:
I leading jet pT (pmax

T ).
PDFs: CT14, NNPDF 3.0, MMHT14, HERAPDF 2.0, ABMP16.
Uncertainties in the NLO calculation:

I (µR, µF) scale variations (dominant at low pT).
I PDFs (dominant at high pT).
I ↵s variation (mostly constant in all pT and |y | ranges considered).

Additional theoretical uncertainty:
I An alternative scale choice based on each jet pT (pjet

T ) was also
considered.

I Difference w.r.t to pjet
T was treated as an uncertainty.
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Results: Cross-section comparison
7 TeV (arXiv:1410.8857)
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Figure 7. Double-differential inclusive jet cross-sections as a function of the jet pT in bins of
rapidity, for anti-kt jets with R = 0.6. For presentation, the cross-sections are multiplied by
the factors indicated in the legend. The statistical uncertainties are smaller than the size of the
symbols used to plot the cross-section values. The shaded areas indicate the experimental systematic
uncertainties. The data are compared to NLO pQCD predictions calculated using NLOJET++
with the CT10 NLO PDF set, to which non-perturbative corrections and electroweak corrections
are applied. The open boxes indicate the predictions with their uncertainties. The 1.8% uncertainty
from the luminosity measurement is not shown.

The ratios of the NLO pQCD predictions to the measured cross-sections are presented
in figures 8–11. The comparison is shown for the predictions using the NLO PDF sets
CT10, MSTW 2008, NNPDF 2.1, HERAPDF1.5 and ABM 11 (nf = 5). The predictions
are generally consistent with the measured cross-sections for jets with both radius parameter
values, though the level of consistency varies among the predictions with the different PDF
sets.

A quantitative comparison of the theoretical predictions to the measurement is per-
formed using a frequentist method. The employed method is fully described in ref. [57] for
the ATLAS dijet cross-section measurement. It uses a generalised definition of �2 which
takes into account the asymmetry of the uncertainties. A large set of pseudo-experiments is
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13 TeV (ATLAS-CONF-2017-048)
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Figure 5: Inclusive jet cross-sections as a function of pT and |y |, for anti-kt jets with R = 0.4. The statistical
uncertainties are smaller than the size of the symbols used to plot the cross-section values. The shaded areas
indicate the experimental systematic uncertainties. The data are compared to NLO pQCD predictions calculated
using NLOJET++ with the CT14 NLO PDF set, to which non-perturbative and electroweak corrections are applied.
The open boxes indicate the predictions with their uncertainties. In most pT bins the systematic uncertainty can not
be seen because it is “hidden” by the theory uncertainties.
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8 TeV (arXiv:1706.03192)

The simulation using a matched parton shower has a more coherent treatment of the e�ect of parton
showers and hadronisation than the approach using a fixed-order NLO QCD calculation corrected for non-
perturbative e�ects. However, ambiguities in the matching procedure and the tuning of the parton shower
parameters based on processes simulated only at leading order by Pythia 8 may introduce additional
theoretical uncertainties. Therefore, quantitative comparisons using theoretical uncertainties based on
Powheg are not performed in this paper.
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Figure 5: Inclusive jet cross-section as a function of jet pT in bins of jet rapidity. The results are shown for jets
identified using the anti-kt algorithm with R = 0.4. For better visibility the cross-sections are multiplied by the
factors indicated in the legend. The data are compared to the NLO QCD prediction with the MMHT2014 PDF set
corrected for non-perturbative and electroweak e�ects. The error bars indicate the statistical uncertainty and the
systematic uncertainty in the measurement added in quadrature. The statistical uncertainty is shown separately by
the inner vertical line.
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I 7 TeV result shown as a
comparison with 8 and 13 TeV.

I Significant improvement in
systematics and range w.r.t 7
TeV measurement.

I Greater pT range reached by
13 TeV w.r.t 8 TeV.
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Results: NLOJet++ vs Unfolded Data (Incl-jet 13 TeV)
(ATLAS-CONF-2017-048)
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y� bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y� bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y� bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

�
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y� regions, as observed in
the previous ATLAS measurement at

�
s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y� bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y� bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y� bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

�
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y� regions, as observed in
the previous ATLAS measurement at

�
s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y� bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y� bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y� bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

�
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y� regions, as observed in
the previous ATLAS measurement at

�
s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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Figure 8: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y |
bins for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14,
HERAPDF 2.0, ABMP16) are shown. Non-perturbative and electroweak corrections were applied to the predictions.
Their uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey
band shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

original uncertainty.

Ref. [12] presents a detailed discussion on the alternative correlation options that can be considered ac-
ceptable. The same conclusions are applicable here. Decorrelation scenarios were applied simultaneously
to the largest sources of two-point experimental uncertainties (the JES Flavour Response, the JES Multijet
Balance Fragmentation, the Pileup Energy Density in Jets) as well as the theoretical uncertainties (the scale
variations, the alternative scale choice and the non-perturbative corrections) using the splitting options
that yielded the largest �2 reduction for each single component in [12]. The �2 is found to be reduced
by 58 units (�2/ndf = 361/177) compared to the nominal configuration, but the corresponding p-value is
still� 10�3, in agreement with the conclusions of the previous ATLAS measurement at

�
s = 8 TeV.

Since the uncertainties on the NNLO pQCD predictions do not include at this point the contributions from
the PDF and �s uncertainties, it is not possible to perform a quantitative comparison to the measurements.
However, one can conclude from Figure 11 (Figure 12) that smaller (larger) deviations between data and
the theoretical predictions are observed for NNLO compared to NLO for the pjet

T (pmax
T ) scale choice.
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y� bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y� bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y� bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

�
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y� regions, as observed in
the previous ATLAS measurement at

�
s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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Figure 8: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y |
bins for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14,
HERAPDF 2.0, ABMP16) are shown. Non-perturbative and electroweak corrections were applied to the predictions.
Their uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey
band shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

original uncertainty.

Ref. [12] presents a detailed discussion on the alternative correlation options that can be considered ac-
ceptable. The same conclusions are applicable here. Decorrelation scenarios were applied simultaneously
to the largest sources of two-point experimental uncertainties (the JES Flavour Response, the JES Multijet
Balance Fragmentation, the Pileup Energy Density in Jets) as well as the theoretical uncertainties (the scale
variations, the alternative scale choice and the non-perturbative corrections) using the splitting options
that yielded the largest �2 reduction for each single component in [12]. The �2 is found to be reduced
by 58 units (�2/ndf = 361/177) compared to the nominal configuration, but the corresponding p-value is
still� 10�3, in agreement with the conclusions of the previous ATLAS measurement at

�
s = 8 TeV.

Since the uncertainties on the NNLO pQCD predictions do not include at this point the contributions from
the PDF and �s uncertainties, it is not possible to perform a quantitative comparison to the measurements.
However, one can conclude from Figure 11 (Figure 12) that smaller (larger) deviations between data and
the theoretical predictions are observed for NNLO compared to NLO for the pjet

T (pmax
T ) scale choice.
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I NNPDF, CT14 and MMHT overestimate the cross-section for the last two |y | bins.
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y� bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y� bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y� bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

�
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y� regions, as observed in
the previous ATLAS measurement at

�
s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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Figure 9: Comparison of the measured dijet cross-sections and the NLO pQCD predictions shown as the ratios of
predictions to the measured cross-sections. These ratios are shown as a function of the jet m j j in six y� bins for
anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Pobs
Rapidity ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16

pmax
T

|y | < 0.5 67% 65% 62% 31% 50%
0.5 � |y | < 1.0 5.8% 6.3% 6.0% 3.0% 2.0%
1.0 � |y | < 1.5 65% 61% 67% 50% 55%
1.5 � |y | < 2.0 0.7% 0.8% 0.8% 0.1% 0.4%
2.0 � |y | < 2.5 2.3% 2.3% 2.8% 0.7% 1.5%
2.5 � |y | < 3.0 62% 71% 69% 25% 55%

pjet
T

|y | < 0.5 69% 67% 66% 30% 46%
0.5 � |y | < 1.0 7.4% 8.9% 8.6% 3.4% 2.0%
1.0 � |y | < 1.5 69% 62% 68% 45% 54%
1.5 � |y | < 2.0 1.3% 1.6% 1.4% 0.1% 0.5%
2.0 � |y | < 2.5 8.7% 6.6% 7.4% 1.0% 3.6%
2.5 � |y | < 3.0 65% 72% 72% 28% 59%

Table 2: Summary of observed Pobs values from the comparison of the inclusive jet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets, for the two scale
choices and for each rapidity bin of the measurement.
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Figure 9: Comparison of the measured dijet cross-sections and the NLO pQCD predictions shown as the ratios of
predictions to the measured cross-sections. These ratios are shown as a function of the jet m j j in six y� bins for
anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Pobs
Rapidity ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16

pmax
T

|y | < 0.5 67% 65% 62% 31% 50%
0.5 � |y | < 1.0 5.8% 6.3% 6.0% 3.0% 2.0%
1.0 � |y | < 1.5 65% 61% 67% 50% 55%
1.5 � |y | < 2.0 0.7% 0.8% 0.8% 0.1% 0.4%
2.0 � |y | < 2.5 2.3% 2.3% 2.8% 0.7% 1.5%
2.5 � |y | < 3.0 62% 71% 69% 25% 55%

pjet
T

|y | < 0.5 69% 67% 66% 30% 46%
0.5 � |y | < 1.0 7.4% 8.9% 8.6% 3.4% 2.0%
1.0 � |y | < 1.5 69% 62% 68% 45% 54%
1.5 � |y | < 2.0 1.3% 1.6% 1.4% 0.1% 0.5%
2.0 � |y | < 2.5 8.7% 6.6% 7.4% 1.0% 3.6%
2.5 � |y | < 3.0 65% 72% 72% 28% 59%

Table 2: Summary of observed Pobs values from the comparison of the inclusive jet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets, for the two scale
choices and for each rapidity bin of the measurement.
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Figure 10: Comparison of the measured dijet cross-sections and the NLO pQCD predictions shown as the ratios of
predictions to the measured cross-sections. These ratios are shown as a function of the jet m j j in six y� bins for
anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, HERAPDF
2.0, ABMP16) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

�2/ndf CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16all |y | bins
pmax

T 419/177 431/177 404/177 432/177 475/177
pjet

T 399/177 405/177 384/177 428/177 455/177

Table 3: Summary of �2/dof values obtained from a global fit using all pT and rapidity bins, comparing the inclusive
jet cross-section and the NLO pQCD prediction corrected for non-perturbative and electroweak e�ects for several
PDF sets and for the two scale choices. All the corresponding p-values are� 10�3.
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Figure 9: Comparison of the measured dijet cross-sections and the NLO pQCD predictions shown as the ratios of
predictions to the measured cross-sections. These ratios are shown as a function of the jet m j j in six y� bins for
anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Pobs
Rapidity ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16

pmax
T

|y | < 0.5 67% 65% 62% 31% 50%
0.5 � |y | < 1.0 5.8% 6.3% 6.0% 3.0% 2.0%
1.0 � |y | < 1.5 65% 61% 67% 50% 55%
1.5 � |y | < 2.0 0.7% 0.8% 0.8% 0.1% 0.4%
2.0 � |y | < 2.5 2.3% 2.3% 2.8% 0.7% 1.5%
2.5 � |y | < 3.0 62% 71% 69% 25% 55%

pjet
T

|y | < 0.5 69% 67% 66% 30% 46%
0.5 � |y | < 1.0 7.4% 8.9% 8.6% 3.4% 2.0%
1.0 � |y | < 1.5 69% 62% 68% 45% 54%
1.5 � |y | < 2.0 1.3% 1.6% 1.4% 0.1% 0.5%
2.0 � |y | < 2.5 8.7% 6.6% 7.4% 1.0% 3.6%
2.5 � |y | < 3.0 65% 72% 72% 28% 59%

Table 2: Summary of observed Pobs values from the comparison of the inclusive jet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets, for the two scale
choices and for each rapidity bin of the measurement.
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Figure 10: Comparison of the measured dijet cross-sections and the NLO pQCD predictions shown as the ratios of
predictions to the measured cross-sections. These ratios are shown as a function of the jet m j j in six y� bins for
anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, HERAPDF
2.0, ABMP16) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

�2/ndf CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16all |y | bins
pmax

T 419/177 431/177 404/177 432/177 475/177
pjet

T 399/177 405/177 384/177 428/177 455/177

Table 3: Summary of �2/dof values obtained from a global fit using all pT and rapidity bins, comparing the inclusive
jet cross-section and the NLO pQCD prediction corrected for non-perturbative and electroweak e�ects for several
PDF sets and for the two scale choices. All the corresponding p-values are� 10�3.
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y� bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y� bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y� bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

�
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y� regions, as observed in
the previous ATLAS measurement at

�
s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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Figure 11: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18,
19] using NNLOJET with pjet

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color
lines, including all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both,
systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

Pobs
y� ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
y� < 0.5 79% 59% 50% 71% 71%

0.5 � y� < 1.0 27% 23% 19% 32% 31%
1.0 � y� < 1.5 66% 55% 48% 66% 69%
1.5 � y� < 2.0 26% 26% 28% 9.9% 25%
2.0 � y� < 2.5 43% 35% 31% 4.2% 21%
2.5 � y� < 3.0 45% 46% 40% 25% 38%

all y� bins 8.1% 5.5% 9.8% 0.1% 4.4%

Table 4: Summary of observed Pobs values obtained from the comparison of the dijet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets and for each individual
y� range. The last row of the table corresponds to a global fit using all m j j and y� bins of the dijet measurement.

23

T
h
e
o
ry

/D
a
ta

0.6

0.8

1

1.2

1.4

1.6

1.8
|y|<0.5

0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5 |y|<1.0≤0.5

 [GeV]
T

p

210 210×2 310 310×2

0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

|y|<1.5≤1.0

T
h
e
o
ry

/D
a
ta

0.6

0.8

1

1.2

1.4
|y|<2.0≤1.5

0.6

0.8

1

1.2

1.4

1.6

1.8 |y|<2.5≤2.0

 [GeV]
T

p

210 210×2 310 310×2

0.5

1

1.5

2

2.5

3
|y|<3.0≤2.5

ATLAS
Preliminary

-1 dt = 3.2 fbL ∫
 = 13 TeVs

=0.4R tanti-k

Data

NLO QCD

NP k⊗ EW k⊗
jet

T
p = 

F
µ = 

R
µ

NLO
MMHT 2014 NLO

NNLO
MMHT 2014 NNLO

Figure 11: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18,
19] using NNLOJET with pjet

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color
lines, including all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both,
systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

Pobs
y� ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
y� < 0.5 79% 59% 50% 71% 71%

0.5 � y� < 1.0 27% 23% 19% 32% 31%
1.0 � y� < 1.5 66% 55% 48% 66% 69%
1.5 � y� < 2.0 26% 26% 28% 9.9% 25%
2.0 � y� < 2.5 43% 35% 31% 4.2% 21%
2.5 � y� < 3.0 45% 46% 40% 25% 38%

all y� bins 8.1% 5.5% 9.8% 0.1% 4.4%

Table 4: Summary of observed Pobs values obtained from the comparison of the dijet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets and for each individual
y� range. The last row of the table corresponds to a global fit using all m j j and y� bins of the dijet measurement.

23

T
h

e
o

ry
/D

a
ta

0.6

0.8

1

1.2

1.4

1.6

1.8
|y|<0.5

0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5 |y|<1.0≤0.5

 [GeV]
T

p

210 210×2 310 310×2

0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

|y|<1.5≤1.0

T
h

e
o

ry
/D

a
ta

0.6

0.8

1

1.2

1.4
|y|<2.0≤1.5

0.6

0.8

1

1.2

1.4

1.6

1.8 |y|<2.5≤2.0

 [GeV]
T

p

210 210×2 310 310×2

0.5

1

1.5

2

2.5

3
|y|<3.0≤2.5

ATLAS
Preliminary

-1 dt = 3.2 fbL ∫
 = 13 TeVs

=0.4R tanti-k

Data

NLO QCD

NP k⊗ EW k⊗
jet

T
p = 

F
µ = 

R
µ

NLO
MMHT 2014 NLO

NNLO
MMHT 2014 NNLO

Figure 11: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18,
19] using NNLOJET with pjet

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color
lines, including all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both,
systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

Pobs
y� ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
y� < 0.5 79% 59% 50% 71% 71%

0.5 � y� < 1.0 27% 23% 19% 32% 31%
1.0 � y� < 1.5 66% 55% 48% 66% 69%
1.5 � y� < 2.0 26% 26% 28% 9.9% 25%
2.0 � y� < 2.5 43% 35% 31% 4.2% 21%
2.5 � y� < 3.0 45% 46% 40% 25% 38%

all y� bins 8.1% 5.5% 9.8% 0.1% 4.4%

Table 4: Summary of observed Pobs values obtained from the comparison of the dijet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets and for each individual
y� range. The last row of the table corresponds to a global fit using all m j j and y� bins of the dijet measurement.
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Figure 12: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18, 19]
using NNLOJET with pmax

T as the QCD scale and MMHT 2014 NNLO PDF. Non-perturbative and electroweak
corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color lines, including
all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both, systematic (JES,
JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

11 Conclusion

The inclusive jet and dijet cross-sections in proton–proton collisions at
�

s = 13 TeV are measured for jets
reconstructed with the anti-kt algorithm with a jet radius parameter value of R = 0.4. The measurements
use the data collected at the LHC with the ATLAS detector during 2015 corresponding to an integrated
luminosity of up to 3.2 fb�1. The inclusive jet cross-sections are measured double-di�erentially in the jet
transverse momentum and jet rapidity in a kinematic region between 100 GeV and 3.5 TeV within |y | < 3.
The dijet cross-sections are measured double-di�erentially in the invariant mass of the dijet system and
absolute half rapidity separation between two leading jets covering 300 GeV < m j j < 9 TeV and y� < 3.
The dominant systematic uncertainty arises from the jet energy calibration.

A quantitative comparison of the measurements to fixed-order NLO QCD calculations, corrected for
non-perturbative and electroweak e�ects, shows overall fair agreement (with p-values in the percent
range) when considering jet cross-sections in individual jet rapidity bins independently. In the inclusive
jet measurement, a strong tension (with p-values � 10�3) between data and theory is observed when
considering data points from all jet transverse momentum and rapidity regions. No significant deviations
between the inclusive jet cross-sections and the fixed-order NNLO QCD calculations corrected for non-
perturbative and electroweak e�ects are observed when using pjet

T as QCD scale. The NNLO pQCD
predictions using pmax

T as scale overestimates the measured inclusive jet cross-sections.
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Figure 11: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18,
19] using NNLOJET with pjet

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color
lines, including all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both,
systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

Pobs
y� ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
y� < 0.5 79% 59% 50% 71% 71%

0.5 � y� < 1.0 27% 23% 19% 32% 31%
1.0 � y� < 1.5 66% 55% 48% 66% 69%
1.5 � y� < 2.0 26% 26% 28% 9.9% 25%
2.0 � y� < 2.5 43% 35% 31% 4.2% 21%
2.5 � y� < 3.0 45% 46% 40% 25% 38%

all y� bins 8.1% 5.5% 9.8% 0.1% 4.4%

Table 4: Summary of observed Pobs values obtained from the comparison of the dijet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets and for each individual
y� range. The last row of the table corresponds to a global fit using all m j j and y� bins of the dijet measurement.
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Figure 12: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18, 19]
using NNLOJET with pmax

T as the QCD scale and MMHT 2014 NNLO PDF. Non-perturbative and electroweak
corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color lines, including
all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both, systematic (JES,
JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

11 Conclusion

The inclusive jet and dijet cross-sections in proton–proton collisions at
�

s = 13 TeV are measured for jets
reconstructed with the anti-kt algorithm with a jet radius parameter value of R = 0.4. The measurements
use the data collected at the LHC with the ATLAS detector during 2015 corresponding to an integrated
luminosity of up to 3.2 fb�1. The inclusive jet cross-sections are measured double-di�erentially in the jet
transverse momentum and jet rapidity in a kinematic region between 100 GeV and 3.5 TeV within |y | < 3.
The dijet cross-sections are measured double-di�erentially in the invariant mass of the dijet system and
absolute half rapidity separation between two leading jets covering 300 GeV < m j j < 9 TeV and y� < 3.
The dominant systematic uncertainty arises from the jet energy calibration.

A quantitative comparison of the measurements to fixed-order NLO QCD calculations, corrected for
non-perturbative and electroweak e�ects, shows overall fair agreement (with p-values in the percent
range) when considering jet cross-sections in individual jet rapidity bins independently. In the inclusive
jet measurement, a strong tension (with p-values � 10�3) between data and theory is observed when
considering data points from all jet transverse momentum and rapidity regions. No significant deviations
between the inclusive jet cross-sections and the fixed-order NNLO QCD calculations corrected for non-
perturbative and electroweak e�ects are observed when using pjet

T as QCD scale. The NNLO pQCD
predictions using pmax

T as scale overestimates the measured inclusive jet cross-sections.
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Results: p-values w.r.t NLO (Incl-jets 8 & 13 TeV)

8 TeV
Pobs

Rapidity ranges CT14 MMHT2014 NNPDF3.0 HERAPDF2.0
Anti-kt jets R = 0.4
|y| < 0.5 44% 28% 25% 16%
0.5 � |y| < 1.0 43% 29% 18% 18%
1.0 � |y| < 1.5 44% 47% 46% 69%
1.5 � |y| < 2.0 3.7% 4.6% 7.7% 7.0%
2.0 � |y| < 2.5 92% 89% 89% 35%
2.5 � |y| < 3.0 4.5% 6.2% 16% 9.6%
Anti-kt jets R = 0.6
|y| < 0.5 6.7% 4.9% 4.6% 1.1%
0.5 � |y| < 1.0 1.3% 0.7% 0.4% 0.2%
1.0 � |y| < 1.5 30% 33% 47% 67%
1.5 � |y| < 2.0 12% 16% 15% 3.1%
2.0 � |y| < 2.5 94% 94% 91% 38%
2.5 � |y| < 3.0 13% 15% 20% 8.6%

Table 2: Observed Pobs values evaluated for the NLO QCD predictions corrected for non-perturbative and elec-
troweak e�ects and the measured inclusive jet cross-section of anti-kt jets with R = 0.4 and R = 0.6. Only
measurements with pT > 100 GeV are included. The predictions are evaluated for various PDF sets. The default
scale choice pjet,max

T is used.

(often below 0.1%). For the same five restricted pT ranges above 100 GeV, considering this time pairs of
consecutive |y| bins, good agreement between data and theory is observed in most cases. Good agreement
is also observed when considering pairs of one central and one forward (i.e. first–last) |y| bins. These
tests show that the source of the low Pobs values discussed above is not localised in a single rapidity bin,
nor due to some possible tension between the central and the forward regions.

Since the di�erence between the non-perturbative corrections with two Monte Carlo generators is taken as
a systematic uncertainty, the result of the quantitative comparison has little sensitivity to which correction
is chosen as the nominal one. Even using the correction that brings the fixed-order NLO QCD to the
Powheg prediction, i.e. including an additional correction for parton shower e�ects, does not alter the Pobs
values. The quantitative comparison is also not very sensitive to the choice of nominal renormalisation
and factorisation scales in the NLO calculations.

A set of �2 values were also evaluated for the ABM11 PDF set [85], for R = 0.4 and R = 0.6, for the
pjet,max

T and pjet
T scale choices, in the full pT range, for individual |y| bins, as well as all the |y| bins together.

In this case, tension between data and the theory prediction is observed even in individual |y| bins, with
Pobs values below 10�3 for both |y| < 0.5 and 0.5 � |y| < 1.0. When using all the |y| bins together, the �2

is significantly larger than for other PDF sets, by up to 152 – 232 units compared to the results obtained
for CT14.

10.3 Quantitative comparison of data to NLO QCD calculations with alternative
correlation scenarios

Considering all data points together requires a good understanding of the correlations of the experimental
and theoretical systematic uncertainties in jet pT and rapidity. In the ATLAS JES uncertainty correlation
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Figure 9: Comparison of the measured dijet cross-sections and the NLO pQCD predictions shown as the ratios of
predictions to the measured cross-sections. These ratios are shown as a function of the jet m j j in six y� bins for
anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Pobs
Rapidity ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16

pmax
T

|y | < 0.5 67% 65% 62% 31% 50%
0.5 � |y | < 1.0 5.8% 6.3% 6.0% 3.0% 2.0%
1.0 � |y | < 1.5 65% 61% 67% 50% 55%
1.5 � |y | < 2.0 0.7% 0.8% 0.8% 0.1% 0.4%
2.0 � |y | < 2.5 2.3% 2.3% 2.8% 0.7% 1.5%
2.5 � |y | < 3.0 62% 71% 69% 25% 55%

pjet
T

|y | < 0.5 69% 67% 66% 30% 46%
0.5 � |y | < 1.0 7.4% 8.9% 8.6% 3.4% 2.0%
1.0 � |y | < 1.5 69% 62% 68% 45% 54%
1.5 � |y | < 2.0 1.3% 1.6% 1.4% 0.1% 0.5%
2.0 � |y | < 2.5 8.7% 6.6% 7.4% 1.0% 3.6%
2.5 � |y | < 3.0 65% 72% 72% 28% 59%

Table 2: Summary of observed Pobs values from the comparison of the inclusive jet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets, for the two scale
choices and for each rapidity bin of the measurement.
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Results: global fits

8 TeV

Table 3: Summary of �2/ndf obtained from the comparison of the inclusive jet cross-section and the NLO QCD
prediction for various PDF sets and scale choices for anti-kt jets with R = 0.4 and R = 0.6, for several pT cuts, using
all |y| bins. All the corresponding p-values are� 10�3.

�2/ndf pjet,max
T pjet

T
R = 0.4 R = 0.6 R = 0.4 R = 0.6

pT > 70 GeV
CT14 349/171 398/171 340/171 392/171
HERAPDF2.0 415/171 424/171 405/171 418/171
NNPDF3.0 351/171 393/171 350/171 393/171
MMHT2014 356/171 400/171 354/171 399/171
pT > 100 GeV

CT14 321/159 360/159 313/159 356/159
HERAPDF2.0 385/159 374/159 377/159 370/159
NNPDF3.0 333/159 356/159 331/159 356/159
MMHT2014 335/159 364/159 333/159 362/159
100 < pT < 900 GeV
CT14 272/134 306/134 262/134 301/134
HERAPDF2.0 350/134 331/134 340/134 326/134
NNPDF3.0 289/134 300/134 285/134 299/134
MMHT2014 292/134 311/134 284/134 308/134
100 < pT < 400 GeV
CT14 128/72 149/72 118/72 145/72
HERAPDF2.0 148/72 175/72 141/72 170/72
NNPDF3.0 119/72 141/72 115/72 139/72
MMHT2014 132/72 143/72 122/72 140/72

model [50,51,56] the correlations of most uncertainties in the jet energy measurement are generally well
known.

Where this is not the case, alternative correlation scenarios are provided alongside the default scenario:
the "weaker" correlation scenario proposed in Ref. [56] was tested, and found to yield �2 reductions by
up to about 12 units for some phase-space regions.

Correlations of the uncertainties that are based on simple comparisons between two options (two-point
systematic uncertainties), e.g. systematic uncertainties due to di�erences between the fragmentation mod-
els in Pythia [30] and Herwig++ [39], are not well defined and therefore di�erent levels of correlations
can in principle be used. Concerning the theoretical prediction, the correlations are not well defined for
the uncertainty related to the scale variations, the uncertainty related to the alternative scale choice and the
uncertainty due to the non-perturbative corrections. For this reason, this analysis investigated in detail the
impact of alternative correlation scenarios for the largest sources of two-point experimental uncertainties,
as well as for the theoretical uncertainties.

The impact of fully decorrelating (in both pT and |y|) any of those two-point systematic uncertainties was
checked. Potentially important e�ects are observed when fully decorrelating the uncertainty due to the
response di�erence between quark- and gluon-induced jets (JES Flavour Response), the jet fragmentation
uncertainty in the multijet balance (JES MJB Fragmentation) and the uncertainty in the density of pile-
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Figure 10: Comparison of the measured dijet cross-sections and the NLO pQCD predictions shown as the ratios of
predictions to the measured cross-sections. These ratios are shown as a function of the jet m j j in six y� bins for
anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, HERAPDF
2.0, ABMP16) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

�2/ndf CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16all |y | bins
pmax

T 419/177 431/177 404/177 432/177 475/177
pjet

T 399/177 405/177 384/177 428/177 455/177

Table 3: Summary of �2/dof values obtained from a global fit using all pT and rapidity bins, comparing the inclusive
jet cross-section and the NLO pQCD prediction corrected for non-perturbative and electroweak e�ects for several
PDF sets and for the two scale choices. All the corresponding p-values are� 10�3.

22

I Strong tensions (p-values ⌧ 10�3) at 8 and 13 TeV observed when
considering all jet pT and |y | regions.

I Numerous studies on the correlation of the systematic sources were
done but the tension remains.
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Systematic Uncertainties: Correlation Studies at 8 TeV

I To test in a realistic way the sensitivity to the correlations, alternative
scenarios were provided for the two-point systematics.

I Different options for splitting the systematics in sub-components as a
function of pT and |y | where studied.

I For the theoretical uncertainties 3 other splitting options were tried as
discussed here.

I The �2 is reduced by up to 87 units by splitting both the theoretical and
experimental uncertainties.

I Despite this, the corresponding pobs values are still ⌧ 10�3
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Results: p-values (Dijets 13 TeV)
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Figure 11: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18,
19] using NNLOJET with pjet

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color
lines, including all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both,
systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

Pobs
y� ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
y� < 0.5 79% 59% 50% 71% 71%

0.5 � y� < 1.0 27% 23% 19% 32% 31%
1.0 � y� < 1.5 66% 55% 48% 66% 69%
1.5 � y� < 2.0 26% 26% 28% 9.9% 25%
2.0 � y� < 2.5 43% 35% 31% 4.2% 21%
2.5 � y� < 3.0 45% 46% 40% 25% 38%

all y� bins 8.1% 5.5% 9.8% 0.1% 4.4%

Table 4: Summary of observed Pobs values obtained from the comparison of the dijet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets and for each individual
y� range. The last row of the table corresponds to a global fit using all m j j and y� bins of the dijet measurement.

23

I As opposed to the inclusive case, good agreement when considering all
y⇤ bins together.
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TEEC measurements and extraction of ↵s
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Motivation

I Transverse energy-energy correlations (TEEC) and its associated
asymmetry (ATEEC) leads to precision tests of pQCD.

I NLO calculations corrected by NP and EW effects compared with data.

TEEC:
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The transverse energy energy correlation, TEEC, and its asymmetry [26] represent the appropriate259

generalisation to hadron colliders. It makes use of the jet transverse energy ET = E sin � given that the en-260

ergy E is not Lorentz invariant under longitudinal boosts along the beam direction. The NLO corrections261

have been recently calculated [27]. They show that at NLO the TEEC and its corresponding asymmetry262

exhibit a reduced sensitivity to parton distribution functions, PDF’s, as well as to renormalisation, µR,263

and factorisation, µF , scales with respect to the LO predictions, which render them suitable for precision264

quantitative tests of QCD including a determination of the strong coupling constant. A summary of the265

results presented in [27] are presented below. Be aware that the factorisation and renormalisation scales,266

as well as some of the kinematical requirements used in [27] are di�erent than those used later on in the267

data analysis, for which the theoretical predictions are presented in Sect. 9268

269

Let us recall the definition of the transverse EEC270

1
��

d��

d�
� 1

N� cos �

N�

A=1

�

i j

EA
TiE

A
T j

��
k EA

Tk

�2 �(cos � � cos �i j) (1)

with �� the total two-jet cross section corresponding to the total number of events N. The first sum on the271

right-hand side of Eq. (1) is over the events A with total transverse energy EA
T =
�

k ET
A
k . The second sum272

is over the pairs of jets (i, j) whose transverse momenta have relative azimuthal angle �i j � [�, � + ��],273

where � � [0, �]). For a given event the sum of the weights
EA

TiE
A
T j

(�k EA
Tk)

2 in this second sum is 1. In addition,274

the fiducial volume is restricted by the experimental acceptance in the rapidity variable �.275

276

In leading order QCD, the observable defined above can be expressed as277

1
��

d��

d�
=
�ai,bi fa1/p(x1) fa2/p(x2) � �̂a1a2�b1b2b3

�ai,bi fa1/p(x1) fa2/p(x2) � �̂a1a2�b1b2
, (2)

where �̂a1a2�b1b2b3 is the transverse energy-energy weighted partonic cross section, xi (i = 1, 2) are278

the fractional longitudinal momenta carried by the partons, fa1/p(x1) and fa2/p(x2) are the PDFs and �279

denotes a convolution over the appropriate variables:280

�

ai,bi

fa1/p(x1) fa2/p(x2) � �̂a1a2�b1b2 =
�

a1,a2

�

b1,b2

� 1

0
dx1

� 1

0
dx2 fa1/p(x1) fa2/p(x2)�̂a1a2�b1b2 (x1, x2) (3)

The function defined in Eq. (2) depends not only on �, but also on the jet transverse momentum threshold281

pmin
T and rapidity �. In general, the numerator and the denominator in Eq. 2 have a di�erent dependence282

on these variables, as the PDFs are weighted di�erently. However, as already observed in [26], certain283

normalised distributions for the various sub-processes contributing to the 2 � 3 hard scatterings are284

similar, and the same combination of PDFs enters in the 2 � 2 and 2 � 3 cross sections; hence the285

transverse EEC cross section is to a good approximation independent of the PDFs (see, Fig. 1 in [26]).286

Thus, for a fixed rapidity range |�| < �c and pmin
T one has an approximate factorised result, which to LO287

in the strong coupling constant reads as288

1
��

d��

d�
� �s(µ)
�

F(�) (4)

where289

�s(µ) =
1

b0 log(µ2/�2)

�
������1 �

b1 log(log(µ2/�2))
b2

0 log(µ2/�2)

�
������ , b0 =

33 � 12n f

12�
, b1 =

153 � 19n f

24�2 . (5)

– N: Number of events, labelled by index A.

– Indices i and j run over all jets in a given event.

– �ij azimuthal angle between jet i and jet j.
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The expression given above is the NLO expression for �s(µ), which is used in deriving the NLO results290

for the TEEC and its asymmetry in [27], and in relating �s(µ) to the value at the default scale �s(mZ).291

In the above equation, n f is the active quark flavor number at the scale µ and the hadronisation scale �292

is determined by the input �s(mZ). We would like to remark that the current PDFs contain five active293

flavours (u, d, c, s, b).294

295

The function F(�) and the corresponding transverse EEC asymmetry defined as296

1
��

d��asym

d�
� 1
��

d��

d�

�����
�
� 1
��

d��

d�

�����
���

(6)

were worked out in [26] to leading order in the strong coupling constant for the CERN SPS pp̄ collider297

at
�

s = 540 GeV. In particular, it was shown that the transverse EEC functions for the gg-, gq- and298

qq̄-scatterings had very similar shapes, and their relative contributions were found consistent to a good299

approximation with the ratio of the corresponding color factors 1:4/9:16/81 for the gg, gq(= gq̄) and qq̄300

initial states over a large range of �.301

302

In the NLO accuracy, one can express the TEEC cross section as303

1
��

d��

d�
� �s(µ)
�

F(�)
�
1 +
�s(µ)
�

G(�)
�
. (7)

It is customary to lump the NLO corrections in a so-called K-factor (which, as shown in [27], is a non-304

trivial function of �), defined as KTEEC(�) � 1 + �s(µ)
� G(�). The transverse EEC asymmetry in the NLO305

accuracy is likewise defined as306

1
��

d��asym

d�
� �s(µ)
�

A(�)
�
1 +
�s(µ)
�

B(�)
�
. (8)

and the corresponding K-factor is defined as KATEEC(�) � 1 + �s(µ)
� B(�). These K-factors, KTEEC(�) and307

KATEEC(�), have been recently calculated to NLO accuracy in [27]. The NLO corrections to the TEEC308

are found to be smaller than 20%. A summary of these theoretical results are presented in Fig.2, where309

we show for |�| < 2.5 and pmin
T = 25 GeV the TEEC and its asymmetry at NLO for three values of the310

strong coupling constant i.e. �s(mZ) = 0.11, 0.12, 0.13 as well as the corresponding K-factors for the311

central value �s(mZ) = 0.12. We would like to remark, that these results are presented in the interval312

cos � � [�0.92, 0.92], where it is expected that fixed order perturbation theory is valid. The very small313

and very large cos � regions are expected to receive leading log contributions.314

315

In deriving the results shown in Fig. 2, the scales are set to the value µF = µR = Emax
T , where Emax

T316

is the transverse energy of the leading jet, and the MSTW NLO PDFs have been employed [29]. The jets317

are defined using the anti-kt jet algorithm. The K-factors shown in Figs. 2(c) and 2(d) are obtained for318

�s(mZ) = 0.12.319

320

The two distributions shown in these figures are labelled as NLO/LO and NLO/Pythia. They repre-321

sent the ratio of the partonic distributions (NLO vs. LO), and the ratio of the NLO distributions at the322

partonic level to the one from the PythiaMC program (NLO vs. Pythia), which includes the LO matrix323

elements and multiparton showers. It is worth emphasizing that the NLO corrections change both the324

normalisation and the shapes.325

I Determination of ↵s(mZ ) is performed in different energy regimes, testing
the running of ↵s predicted by the QCD �-function.

I New coloured fermions would imply modifications to the �-function.
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MC Generators and Selection

MC Pythia, Herwig++, and Sherpa were used for the description of
jet production.

Trigger Data collected using a single-jet trigger with ET > 360 GeV.

Selection Jets with pT > 100 GeV, |⌘| < 2.5 and HT2 > 800 GeV.

I To study the running of ↵s, the data was binned in HT2:

energy scale, keeping very high statistical precision in the TEEC distributions, and thus in the determin-
ation of �s. Table 1 summarises this choice, as well as the number of events in each energy bin and the
average value of the chosen scale Q = HT2/2.

HT2 range [GeV] Number of events �Q� = �HT2�/2 [GeV]
[800, 850] 1 809 497 412
[850, 900] 1 240 059 437
[900, 1000] 1 465 814 472
[1000, 1100] 745 898 522
[1100, 1400] 740 563 604
[1400, 5000] 192 204 810

Table 1: Summary of the HT2 bins used in the analysis. The table shows the number of events falling into each
energy bin together with the value of the scale Q at which the coupling constant �s is measured.

5 Results at the detector level

The data sample described in Section 4 is used to measure the TEEC and ATEEC functions. In order
to study the kinematical dependence of such observables, and thus the running of the strong coupling
with the energy scale involved in the hard process, the binning introduced in Table 1 is used. Figure 1
compares the TEEC and ATEEC distributions, measured in two of these bins, with the MC predictions
from Pythia8, Herwig++ and Sherpa.

The TEEC distributions show two peaks in the regions close to the kinematical endpoints cos � = ±1.
The first one, at cos � = �1 is due to the back-to-back configuration in two-jet events, which dominate
the sample, while the second peak at cos � = +1 is due to the self-correlations of one jet with itself.
These self-correlations are included in Equation (1) and are necessary for the correct normalisation of
the TEEC functions. The central regions of the TEEC distributions shown in Figure 1 are dominated by
gluon radiation, which is decorrelated from the main event axis as predicted by QCD and measured in
Refs. [61, 62].
Among the MC predictions considered here, Pythia8 and Sherpa are the ones which fit the data best,
while Herwig++ shows significant discrepancies with the data.

6 Correction to particle level

In order to allow comparison with particle-level MC predictions, as well as NLO theoretical predictions,
the detector-level distributions presented in Section 5 need to be corrected for detector e�ects. Particle-
level jets are reconstructed in the MC samples using the anti-kt algorithm with R = 0.4, applied to
final-state particles with an average lifetime � > 10�11 s, including muons and neutrinos. The kinematical
requirements for particle-level jets are the same as for the definition of TEEC / ATEEC at the detector
level.
In the data, an unfolding procedure is used which relies on an iterative Bayesian unfolding method [63]
as implemented in the RooUnfold program [64]. The method makes use of a transfer matrix for each

6

I Distributions were unfolded with an iterative Bayesian method.
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Measured observables (arXiv:1707.02562)
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Figure 1: Detector-level distributions for the TEEC (top) and ATEEC functions (bottom) for the first and the last
HT2 intervals chosen in this analysis, together with MC predictions from Pythia8, Herwig++ and Sherpa. The total
uncertainty, including statistical and detector experimental sources, i.e. those not related to unfolding corrections,
is also indicated using an error bar for the distributions and a green-shaded band for the ratios. The systematic
uncertainties are discussed in Section 7.

distribution, which takes into account any ine�ciencies in the detector, as well as its finite resolution.
The Pythia8 MC sample is used to determine the transfer matrices from the particle-level to detector-level
TEEC distributions. Pairs of jets not entering the transfer matrices are accounted for using ine�ciency
correction factors.
The excellent azimuthal resolution of the ATLAS detector, together with the reduction of the energy scale
and resolution e�ects by the weighting procedure involved in the definition of the TEEC function, are
reflected in the fact that the transfer matrices have very small o�-diagonal terms (smaller than 10%),
leading to very small migrations between bins.
The statistical uncertainty is propagated through the unfolding procedure by using pseudo-experiments.
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Figure 1: Detector-level distributions for the TEEC (top) and ATEEC functions (bottom) for the first and the last
HT2 intervals chosen in this analysis, together with MC predictions from Pythia8, Herwig++ and Sherpa. The total
uncertainty, including statistical and detector experimental sources, i.e. those not related to unfolding corrections,
is also indicated using an error bar for the distributions and a green-shaded band for the ratios. The systematic
uncertainties are discussed in Section 7.

distribution, which takes into account any ine�ciencies in the detector, as well as its finite resolution.
The Pythia8 MC sample is used to determine the transfer matrices from the particle-level to detector-level
TEEC distributions. Pairs of jets not entering the transfer matrices are accounted for using ine�ciency
correction factors.
The excellent azimuthal resolution of the ATLAS detector, together with the reduction of the energy scale
and resolution e�ects by the weighting procedure involved in the definition of the TEEC function, are
reflected in the fact that the transfer matrices have very small o�-diagonal terms (smaller than 10%),
leading to very small migrations between bins.
The statistical uncertainty is propagated through the unfolding procedure by using pseudo-experiments.

7

I Peak at cos� = �1: back-to-back configuration in dijet events.
I Peak at cos� = +1: self-correlations of one jet with itsef (i = j).
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Results: NLOJet++ vs Unfolded Data (arXiv:1707.02562)

10 Comparison of theoretical predictions and experimental results

The unfolded data obtained in Section 8 are compared to the pQCD predictions, once corrected for non-
perturbative e�ects. Figures 6 and 7 show the ratios of the data to the theoretical predictions for the TEEC
and ATEEC functions, respectively. The theoretical predictions were calculated, as a function of cos �
and for each of the HT2 bins considered, using the NNPDF 3.0 PDFs with �s(mZ) = 0.1180.
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Figure 6: Ratios of the TEEC data in each HT2 bin to the NLO pQCD predictions obtained using the NNPDF 3.0
parton distribution functions, and corrected for non-perturbative e�ects.
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Figure 7: Ratios of the ATEEC data in each HT2 bin to the NLO pQCD predictions obtained using the NNPDF 3.0
parton distribution functions, and corrected for non-perturbative e�ects.
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Figure 7: Ratios of the ATEEC data in each HT2 bin to the NLO pQCD predictions obtained using the NNPDF 3.0
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Figure 7: Ratios of the ATEEC data in each HT2 bin to the NLO pQCD predictions obtained using the NNPDF 3.0
parton distribution functions, and corrected for non-perturbative e�ects.
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I pQCD correctly describes the data within uncertainties.
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Results (arXiv:1707.02562)

I The global fit is done by considering all HT2 bins into a single one.
I Partial and global fits are in agreement with previous measurements.
I The uncertainty due to normalization scales is the dominant one.
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Figure 9: Comparison of the values of �s(Q) obtained from fits to the TEEC functions at the energy scales given
by �HT2�/2 (red star points) with the uncertainty band from the global fit (orange full band) and the 2016 world
average (green hatched band). Determinations from other experiments are also shown as data points. The error
bars, as well as the orange full band, include all experimental and theoretical sources of uncertainty. The strong
coupling constant is assumed to run according to the two-loop solution of the RGE.
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11.2 Global TEEC fit

The combination of the previous results is done by considering all the HT2 bins into a single, global fit.
The result obtained using the NNPDF 3.0 PDF set has the largest PDF uncertainty and thus, in order to
be conservative, it is the one quoted as the final value of �s(mZ).

The impact of the correlations of the JES uncertainties on the result is studied by considering two addi-
tional correlation scenarios, one with stronger and one with weaker correlation assumptions [59]. From
the envelope of these results, an additional uncertainty of 0.0007 is assigned in order to cover this di�er-
ence.

The results for �s(mZ) are summarised in Table 4 for each of the four PDF sets investigated in this
analysis

PDF �s(mZ) value �2/Ndof

MMHT 2014 0.1151 ± 0.0008 (exp.) +0.0064
�0.0047 (scale) ± 0.0012 (PDF) ± 0.0002 (NP) 173 / 131

CT14 0.1165 ± 0.0010 (exp.) +0.0067
�0.0061 (scale) ± 0.0016 (PDF) ± 0.0003 (NP) 161 / 131

NNPDF 3.0 0.1162 ± 0.0011 (exp.) +0.0076
�0.0061 (scale) ± 0.0018 (PDF) ± 0.0003 (NP) 174 / 131

HERAPDF 2.0 0.1177 ± 0.0008 (exp.) +0.0064
�0.0040 (scale) ± 0.0005 (PDF) ± 0.0002 (NP) +0.0008

�0.0007 (mod) 169 / 131

Table 4: The results for �s from fits to the TEEC using di�erent PDFs. The uncertainty referred to as NP is the
one related to the non-perturbative corrections. The uncertainty labelled as ‘mod’ corresponds to the HERAPDF
modelling and parameterisation uncertainty.

As a result of considering all the data, the experimental uncertainties are reduced with respect to the
partial fits. Also, it should be noted that the values of �s extracted with di�erent PDF sets show good
agreement with each other within the PDF uncertainties, and are compatible with the latest world average
value �s(mZ) = 0.1181 ± 0.0011 [76].

The final result for the TEEC fit is

�s(mZ) = 0.1162 ± 0.0011 (exp.) +0.0076
�0.0061 (scale) ± 0.0018 (PDF) ± 0.0003 (NP).

A comparison of the results for �s from the global and partial fits is shown in Figure 9. In this figure,
the results from previous experiments [37, 72, 77–79, 81, 82] are also shown, together with the world
average band [76]. Agreement between this result and the ones from other experiments is very good,
although the experimental uncertainties in this analysis are smaller than in previous measurements in
hadron colliders.
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Figure 11: Comparison of the values of �s(Q) obtained from fits to the ATEEC functions at the energy scales given
by �HT2�/2 (red star points) with the uncertainty band from the global fit (orange full band) and the 2016 world
average (green hatched band). Determinations from other experiments are also shown as data points. The error
bars, as well as the orange full band, include all experimental and theoretical sources of uncertainty. The strong
coupling constant is assumed to run according to the two-loop solution of the RGE.
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11.4 Global ATEEC fit

As before, the global value of �s(mZ) is obtained from the combined fit of the ATEEC data in the six bins
of HT2. Again, the NNPDF 3.0 PDF set is used for the final result as it provides the most conservative
choice. Also, as in the TEEC case, two additional correlation scenarios have been considered for the JES
uncertainty. An additional uncertainty of 0.0003 is assigned in order to cover the di�erences.

The results are summarised in Table 7 for the four sets of PDFs considered in the theoretical predictions.

PDF �s(mZ) value �2/Ndof

MMHT 2014 0.1185 ± 0.0012 (exp.) +0.0047
�0.0010 (scale) ± 0.0010 (PDF) ± 0.0004 (NP) 57.0 / 65

CT14 0.1203 ± 0.0013 (exp.) +0.0053
�0.0014 (scale) ± 0.0015 (PDF) ± 0.0004 (NP) 55.4 / 65

NNPDF 3.0 0.1196 ± 0.0013 (exp.) +0.0061
�0.0013 (scale) ± 0.0017 (PDF) ± 0.0004 (NP) 60.3 / 65

HERAPDF 2.0 0.1206 ± 0.0012 (exp.) +0.0050
�0.0014 (scale) ± 0.0005 (PDF) ± 0.0002 (NP) ± 0.0007 (mod) 54.2 / 65

Table 7: The results for �s from fits to the ATEEC using di�erent PDFs. The uncertainty referred to as NP is the
one related to the non-perturbative corrections. The uncertainty labelled as ‘mod’ corresponds to the HERAPDF
modelling and parameterisation uncertainty.

The values shown in Table 7 are in good agreement with the values in Table 4, obtained from fits to the
TEEC functions. Also, it is important to note that the scale uncertainty is smaller in ATEEC fits than in
TEEC fits. The values of the �2 function at the minima show excellent agreement between the data and
the pQCD predictions.

The final result for the ATEEC fit is

�s(mZ) = 0.1196 ± 0.0013 (exp.) +0.0061
�0.0013 (scale) ± 0.0017 (PDF) ± 0.0004 (NP).

The values from Table 6 are compared with previous experimental results from Refs. [37, 72, 77–79,
81, 82] in Figure 11, showing good compatibility, as well as with the value from the current world
average [76].
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Conclusions: Inclusive-jet and dijet analyses

I The measurements of the inclusive jet and dijet cross-sections at 8 and
13 TeV was presented.

I The Data were collected with the ATLAS detector during 2012(2015)
corresponding to an integrated luminosity of 20.2(3.2) fb�1.

I Quantitative(Qualitative) comparisons between data and NLO(NNLO)
pQCD calculations, corrected by NP and EW effects, were performed.

I Fair agreement when considering jet cross-sections in individual |y |,y⇤

bins independently.

I Tensions between data and theory observed when considering data from
all jet pT and |y | regions.

I No significant deviations between data and NNLO when using pjet
T scale.

I NNLO overestimates the cross-sections when using pmax
T scale.
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Conclusions: Measurement of ↵s

I The measurement of ↵s based on energy-energy correlation observables
(TEEC & ATEEC) was presented.

I The Data was collected with the ATLAS detector during 2012
corresponding to an integrated luminosity of 20.2 fb�1.

I NLO calculations, corrected by NP and EW effects, are compared to the
measurement.

I The result shows excellent agreement between data and theory.

I Determination of ↵s was done by a �2 fit to the theoretical predictions for
different hQi values.

I Global fits were performed in TEEC and ATEEC observables, leading to:

12 Conclusion

The TEEC and ATEEC functions are measured in 20.2 fb�1 of pp collisions at a centre-of-mass energy�
s = 8TeV using the ATLAS detector at the LHC. The data, binned in six intervals of the sum of trans-

verse momenta of the two leading jets, HT2 = pT1 + pT2, are corrected for detector e�ects and compared
to the predictions of perturbative QCD, corrected for hadronisation and multi-parton interaction e�ects.
The results show that the data are compatible with the theoretical predictions, within the uncertainties.

The data are used to determine the strong coupling constant �s and its evolution with the interaction scale
Q = (pT1 + pT2)/2 by means of a �2 fit to the theoretical predictions for both TEEC and ATEEC in each
energy bin. Additionally, global fits to the TEEC and ATEEC data are performed, leading to

�s(mZ) = 0.1162 ± 0.0011 (exp.) +0.0076
�0.0061 (scale) ± 0.0018 (PDF) ± 0.0003 (NP),

�s(mZ) = 0.1196 ± 0.0013 (exp.) +0.0061
�0.0013 (scale) ± 0.0017 (PDF) ± 0.0004 (NP),

respectively. Conservatively, the values obtained using the NNPDF 3.0 PDF set are chosen, as they
provide the largest PDF uncertainty among the four PDF sets investigated. These two values are in
good agreement with the determinations in previous experiments and with the current world average
�s(mZ) = 0.1181 ± 0.0011. The correlation coe�cient between the two determinations is � = 0.60.

The present results are limited by the theoretical scale uncertainties, which amount to 6% of the value of
�s(mZ) in the case of the TEEC determination and to 4% in the case of the ATEEC. This uncertainty is
expected to decrease as higher orders are calculated for the perturbative expansion.
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I Good agreement with previous experiments and current world average.
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Inclusive-jet and dijet cross-sections
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Monte Carlo Generators @8TeV & @13TeV

I Simulated events using the Pythia v8.160(v8.186) MC generator with
CT10(NNPDF 2.3) LO PDF and AU2(A14) tune.

I Evaluation of non-perturbative uncertainties: Pythia v8.186 and
Herwig++ v2.7.1.
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Experimental uncertainties @13 TeV (ATLAS-CONF-2017-048)

I The Jet Energy Scale, Jet Energy Resolution and Luminosity uncertainties were
estimated and taken into account using MC and data-driven techniques.

I The JES is the dominating uncertainty.
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Figure 1: Relative systematic uncertainty for the inclusive jet cross-section as a function of the jet pT for the first
and last rapidity bins (a and b respectively) and for the dijet cross-section as a function of m j j for the first and last
y� bins (c and d respectively). The individual uncertainties are shown in di�erent colors: the jet energy scale, jet
energy resolution and the other uncertainties (jet cleaning, luminosity and unfolding bias). The total systematic
uncertainty, calculated by adding the individual uncertainties in quadrature, is shown as a green line. The statistical
uncertainty is shown as vertical black lines.
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Figure 1: Relative systematic uncertainty for the inclusive jet cross-section as a function of the jet pT for the first
and last rapidity bins (a and b respectively) and for the dijet cross-section as a function of m j j for the first and last
y� bins (c and d respectively). The individual uncertainties are shown in di�erent colors: the jet energy scale, jet
energy resolution and the other uncertainties (jet cleaning, luminosity and unfolding bias). The total systematic
uncertainty, calculated by adding the individual uncertainties in quadrature, is shown as a green line. The statistical
uncertainty is shown as vertical black lines.
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Systematic uncertainties Correlation Studies at 8 TeV
Table 4: Summary of the 18 options for splitting the two-point systematic uncertainties into two (first 12 options)
or three (last 6 options) sub-components. One or two sub-components are defined in the table, as fractions of the
original uncertainty. An extra (complementary) sub-component completes them, such that the sum in quadrature of
all the sub-components in each splitting option equals the original uncertainty. L(x,min,max) = (x � min)/(max �
min), for x in the range [min,max], L(x,min,max) = 0 for x < min, L(x,min,max) = 1 for x > max.

Splitting option Sub-component(s) definition(s), completed by complementary
1 L(ln(pT[TeV]), ln(0.1), ln(2.5))· uncertainty
2 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · 0.5· uncertainty
3 L(pT[TeV], 0.1, 2.5)· uncertainty
4 L(pT[TeV], 0.1, 2.5) · 0.5· uncertainty
5 L((ln(pT[TeV]))2, (ln(0.1))2, (ln(2.5))2)· uncertainty
6 L((ln(pT[TeV]))2, (ln(0.1))2, (ln(2.5))2) · 0.5· uncertainty
7 L(|y|, 0, 3)· uncertainty
8 L(|y|, 0, 3) · 0.5· uncertainty
9 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 0, 3)· uncertainty
10 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·

�
1 � L(|y|, 0, 3)2· uncertainty

11 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 0, 3) · 0.5· uncertainty
12 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·

�
1 � L(|y|, 0, 3)2 · 0.5· uncertainty

13 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·
�

1 � L(|y|, 0, 1.5)2· uncertainty
L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 1.5, 3)· uncertainty

14 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·
�

1 � L(|y|, 0, 1)2· uncertainty
L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 1, 3)· uncertainty

15 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·
�

1 � L(|y|, 0, 2)2· uncertainty
L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 2, 3)· uncertainty

16
�

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 ·
�

1 � L(|y|, 0, 1.5)2· uncertainty�
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 1.5, 3)· uncertainty

17
�

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 ·
�

1 � L(|y|, 0, 1)2· uncertainty�
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 1, 3)· uncertainty

18
�

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 ·
�

1 � L(|y|, 0, 2)2· uncertainty�
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 2, 3)· uncertainty

37

L(x , min, max) =

8
>>>><

>>>>:

0 if x < min

x�min
max�min if min < x < max

1 if x > max

29 / 37



NP corrections at 13 TeV (ATLAS-CONF-2017-048)

Considers effects from underlying-event and hadronisation.

I CNP = MC(UE ON,HAD ON)
MC(UE OFF ,HAD OFF )

non-perturbative corrections decrease with m j j . For instance, in the lowest y� bin they range from [-7%,
+0%] for the first m j j bin to [-1%, +0%] for the last m j j bin. In the last two y� bins, the uncertainties don
not vary with m j j and are [-13%, +2%] in the highest y� bin.
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Figure 3: Non-perturbative correction factors for the (inclusive jet, dijet) NLO pQCD prediction as a function of
(jet pT, m j j) for the first (rapidity, y�) bin (a, c) and for the last (rapidity, y�) bin (b, d). The corrections are derived
using P����� 8.186 using the A14 tune with the NNPDF2.3 LO PDF set. The envelope of all MC configuration
variations is shown as a band.
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Results: NLOJet++ vs Unfolded Data (8 TeV)
(arXiv:1706.03192)
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Figure 7: Ratio of the inclusive jet cross-section predicted by NLO QCD corrected for non-perturbative and elec-
troweak e�ects to the cross-section in data as a function of the jet pT in each jet rapidity bin. Shown are the
predictions for various PDF sets for anti-kt jets with R = 0.4. The points are o�set in jet pT for better visibility. The
error bars indicate the total theory uncertainty. The grey band shows the total uncertainty in the measurement.

10.4 Comparisons with NLO QCD calculation including parton showers and
fragmentation

The comparisons of the Powheg predictions with the measurement for jets with R = 0.4 and R = 0.6 are
shown in Figure 9 and Figure 10 as a function of the jet pT in bins of the jet rapidity. The measurements
are also compared to the NLO QCD prediction using the CT10 PDF set and corrected for non-perturbative
e�ects with the same MC generator configuration as was used for Powheg. Electroweak corrections are
also applied in both cases.

For anti-kt jets with R = 0.4 the Powheg prediction is lower than the one from fixed-order NLO QCD
corrected for non-perturbative e�ects. This di�erence increases towards high-pT and decreases with jet
rapidity. In the most forward rapidity region the two predictions are similar. For anti-kt jets with R = 0.6
the Powheg prediction is higher than the fixed-order NLO QCD prediction at low pT and lower at high
pT. In the most forward rapidity region the two predictions are similar.

The ratio of the Powheg prediction to data is less dependent on the jet radius than the same ratio using
the fixed-order NLO QCD prediction corrected for non-perturbative e�ects. The theory to data ratio for
anti-kt jets with R = 0.6 and the same ratio for anti-kt jets with R = 0.4 is unity within 5% for all jet
pT and rapidities while the fixed-order calculation shows deviations of up to 15% for low pT jets in the
central region. This indicates the importance of parton shower e�ects in correctly describing the jet radius
dependence.
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predictions for various PDF sets for anti-kt jets with R = 0.4. The points are o�set in jet pT for better visibility. The
error bars indicate the total theory uncertainty. The grey band shows the total uncertainty in the measurement.

10.4 Comparisons with NLO QCD calculation including parton showers and
fragmentation

The comparisons of the Powheg predictions with the measurement for jets with R = 0.4 and R = 0.6 are
shown in Figure 9 and Figure 10 as a function of the jet pT in bins of the jet rapidity. The measurements
are also compared to the NLO QCD prediction using the CT10 PDF set and corrected for non-perturbative
e�ects with the same MC generator configuration as was used for Powheg. Electroweak corrections are
also applied in both cases.

For anti-kt jets with R = 0.4 the Powheg prediction is lower than the one from fixed-order NLO QCD
corrected for non-perturbative e�ects. This di�erence increases towards high-pT and decreases with jet
rapidity. In the most forward rapidity region the two predictions are similar. For anti-kt jets with R = 0.6
the Powheg prediction is higher than the fixed-order NLO QCD prediction at low pT and lower at high
pT. In the most forward rapidity region the two predictions are similar.

The ratio of the Powheg prediction to data is less dependent on the jet radius than the same ratio using
the fixed-order NLO QCD prediction corrected for non-perturbative e�ects. The theory to data ratio for
anti-kt jets with R = 0.6 and the same ratio for anti-kt jets with R = 0.4 is unity within 5% for all jet
pT and rapidities while the fixed-order calculation shows deviations of up to 15% for low pT jets in the
central region. This indicates the importance of parton shower e�ects in correctly describing the jet radius
dependence.
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10.4 Comparisons with NLO QCD calculation including parton showers and
fragmentation

The comparisons of the Powheg predictions with the measurement for jets with R = 0.4 and R = 0.6 are
shown in Figure 9 and Figure 10 as a function of the jet pT in bins of the jet rapidity. The measurements
are also compared to the NLO QCD prediction using the CT10 PDF set and corrected for non-perturbative
e�ects with the same MC generator configuration as was used for Powheg. Electroweak corrections are
also applied in both cases.

For anti-kt jets with R = 0.4 the Powheg prediction is lower than the one from fixed-order NLO QCD
corrected for non-perturbative e�ects. This di�erence increases towards high-pT and decreases with jet
rapidity. In the most forward rapidity region the two predictions are similar. For anti-kt jets with R = 0.6
the Powheg prediction is higher than the fixed-order NLO QCD prediction at low pT and lower at high
pT. In the most forward rapidity region the two predictions are similar.

The ratio of the Powheg prediction to data is less dependent on the jet radius than the same ratio using
the fixed-order NLO QCD prediction corrected for non-perturbative e�ects. The theory to data ratio for
anti-kt jets with R = 0.6 and the same ratio for anti-kt jets with R = 0.4 is unity within 5% for all jet
pT and rapidities while the fixed-order calculation shows deviations of up to 15% for low pT jets in the
central region. This indicates the importance of parton shower e�ects in correctly describing the jet radius
dependence.
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10.4 Comparisons with NLO QCD calculation including parton showers and
fragmentation

The comparisons of the Powheg predictions with the measurement for jets with R = 0.4 and R = 0.6 are
shown in Figure 9 and Figure 10 as a function of the jet pT in bins of the jet rapidity. The measurements
are also compared to the NLO QCD prediction using the CT10 PDF set and corrected for non-perturbative
e�ects with the same MC generator configuration as was used for Powheg. Electroweak corrections are
also applied in both cases.

For anti-kt jets with R = 0.4 the Powheg prediction is lower than the one from fixed-order NLO QCD
corrected for non-perturbative e�ects. This di�erence increases towards high-pT and decreases with jet
rapidity. In the most forward rapidity region the two predictions are similar. For anti-kt jets with R = 0.6
the Powheg prediction is higher than the fixed-order NLO QCD prediction at low pT and lower at high
pT. In the most forward rapidity region the two predictions are similar.

The ratio of the Powheg prediction to data is less dependent on the jet radius than the same ratio using
the fixed-order NLO QCD prediction corrected for non-perturbative e�ects. The theory to data ratio for
anti-kt jets with R = 0.6 and the same ratio for anti-kt jets with R = 0.4 is unity within 5% for all jet
pT and rapidities while the fixed-order calculation shows deviations of up to 15% for low pT jets in the
central region. This indicates the importance of parton shower e�ects in correctly describing the jet radius
dependence.
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NLO QCD uncertainties at 13 TeV (ATLAS-CONF-2017-048)
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Figure 2: Relative NLO QCD uncertainties for the jet cross-sections calculated using the CT14 PDF set. Panels a,b
(c,d) correspond respectively to the first and last |y | (y�) bins for the inclusive jet (dijet) measurement. Shown are
the uncertainties due to the renormalisation and factorisation scale, the �s, the PDF and the total uncertainty.

is taken from P����� 8.186 using the A14 tune with the NNPDF2.3 LO PDF set. The envelope of all
corrections is considered as a systematic uncertainty.

CTEQ6L CTEQ6L MSTW2008LO CT10 NNPDF2.3L NNPDF2.3L CTEQ6L
P����� 8 4C [67] AU2 [68] A14 [30] AU2 [68] MONASH [69] A14 [30] A14 [30]
Herwig++ UE-EE-5 [70, 71] UE-EE-4 [70, 71] UE-EE-5 [70, 71]

Table 1: Summary of the soft physics model tunes used for the evaluation of the non-perturbative corrections for
each generator and PDF set.

The correction factors for a set of representative generators and tunes for the inclusive jet (dijet) cross-
section are shown in Figure 3 in illustrative |y | (y�) bins as a function of pT (m j j). The non-perturbative
corrections are negligible across all the pT and |y | bins. For the dijet measurement, they are of the order
of a few percent at high m j j and small y� and increase up to 5% for all m j j bins in the last y� bin. The
uncertainties in the non-perturbative corrections for the inclusive jet cross-sections attain a maximum of
[-8%, +2%] at 100 GeV over the whole rapidity range. They decrease with pT to [-1%, +0%] ([-2%, +2%])
for the first (last) rapidity bin. For the first four y� bins of the dijet measurement, the uncertainties in the
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EW corrections at 13 TeV (ATLAS-CONF-2017-048)

I NLO pQCD predictions are corrected for the effects of � and W±/Z
interactions at the tree and 1-loop level

I The correction is defined as the ratio

�(2!2,LO(QCD)+NLO(EW))
�(2!2,LO(QCD))

9.3 Electroweak corrections

The NLO pQCD predictions are corrected for the e�ects of � and W±/Z interactions at tree and 1-loop
level. They are derived using a NLO calculation of electroweak contributions to the LO pQCD process.
The correction is defined as the ratio of a 2 � 2 calculation including tree-level e�ects of order �2

s , �2,
and �s� (from interference of QCD and EW diagrams), plus weak loop corrections of order �2

s� over the
LO QCD 2� 2 calculation.

The correction factors were derived in the phase space considered for the measurements presented here
and were provided by the authors of Ref. [72]. No uncertainty associated to these corrections is presently
estimated.

The electroweak correction factors to the inclusive jet (dijet) cross-section as a function of the jet pT (event
m j j) in bins of |y | (y�) are shown in Figure 4. The electroweak correction is small for low jet transverse
momenta and negligible for low m j j . The correction reaches up to 8% at the highest pT (3 TeV) for the
central |y | bin and is within 4% for the rest of the |y | bins. For dijets, the electroweak correction reaches
up to 11% at m j j = 7 TeV for the central y� bin. For the rest of y� bins the correction is within 3%.
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Figure 4: Electroweak correction factors to the inclusive jet (dijet) cross-section as a function of the jet pT (m j j) for
all |y | (y�) bins for anti-kt R = 0.4 jets.

9.4 Next-to-next-to-leading order pQCD calculations

The NNLO pQCD predictions are provided by the authors of Ref. [18, 19] using the NNLOJET program
and the MMHT 2014 NNLO PDF set for two di�erent choices of the µR and µF scales, respectively pjet

T and
pmax

T . The non-perturbative and electroweak corrections described in Sections 9.2 and 9.3, respectively,
are applied to the predictions. Besides the statistical uncertainties, which are larger for higher pT and
high rapidity range of the spectrum, two sources of uncertainty are considered in this NNLO calculation:
scale uncertainty and systematic uncertainty on the non-perturbative correction. Regarding the scale
uncertainty, both contributions (renormalisation and factorisation) have been varied simultaneously by a

15
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Experimental uncertainties (arXiv:1707.02562)

I The Jet Energy Scale, Jet Energy Resolution and Luminosity uncertainties were
estimated and taken into account using MC and data-driven techniques.

I The MC modelling is the dominanting uncertainty.
I It was obtained from the difference in the unfolded distributions between Pythia

and Herwig++.

TEEC

A set of 103 replicas is considered for each measured distribution by applying a Poisson-distributed
fluctuation around the nominal measured distribution. Each of these replicas is unfolded using a fluctuated
version of the transfer matrix, which produces the corresponding set of 103 replicas of the unfolded
spectra. The statistical uncertainty is defined as the standard deviation of all replicas.
As a cross-check of the Bayesian method, a bin-by-bin unfolding method based on correction factors
from detector level to particle level was also tested. The di�erences between the two approaches are well
below the statistical uncertainty, pointing to a very small dependence on the unfolding procedure.

7 Systematic uncertainties

The dominant sources are those associated with the MC model used in the unfolding procedure and the
JES uncertainty in the jet calibration procedure.

• Jet Energy Scale: The uncertainty in the jet calibration procedure [59] is propagated to the TEEC
by varying each jet energy and transverse momentum by one standard deviation of each of the 67
nuisance parameters of the JES uncertainty, which depend on both the jet transverse momentum
and pseudorapidity. The total JES uncertainty is evaluated as the sum in quadrature of all nuisance
parameters, and amounts to 2%.
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Figure 2: Systematic uncertainties in the measured TEEC (top) and ATEEC distributions (bottom) for the first and
the last bins in HT2. The total uncertainty is below 5% in all bins of the TEEC distributions.
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ATEEC

A set of 103 replicas is considered for each measured distribution by applying a Poisson-distributed
fluctuation around the nominal measured distribution. Each of these replicas is unfolded using a fluctuated
version of the transfer matrix, which produces the corresponding set of 103 replicas of the unfolded
spectra. The statistical uncertainty is defined as the standard deviation of all replicas.
As a cross-check of the Bayesian method, a bin-by-bin unfolding method based on correction factors
from detector level to particle level was also tested. The di�erences between the two approaches are well
below the statistical uncertainty, pointing to a very small dependence on the unfolding procedure.

7 Systematic uncertainties

The dominant sources are those associated with the MC model used in the unfolding procedure and the
JES uncertainty in the jet calibration procedure.

• Jet Energy Scale: The uncertainty in the jet calibration procedure [59] is propagated to the TEEC
by varying each jet energy and transverse momentum by one standard deviation of each of the 67
nuisance parameters of the JES uncertainty, which depend on both the jet transverse momentum
and pseudorapidity. The total JES uncertainty is evaluated as the sum in quadrature of all nuisance
parameters, and amounts to 2%.

φcos 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

S
y
s
te

m
a

ti
c
 u

n
c
e

rt
a

in
ty

 [
%

]

-4

-2

0

2

4

6

8

10
ATLAS

 = 8 TeVsTEEC 

 < 850 GeVT2800 GeV < H

Total

Modelling

 JER⊕JES 

Other

φcos 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

S
y
s
te

m
a

ti
c
 u

n
c
e

rt
a

in
ty

 [
%

]

-4

-2

0

2

4

6

8
ATLAS

 = 8 TeVsTEEC 

 > 1400 GeVT2H

Total

Modelling

 JER⊕JES 

Other

φcos 

-1 -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0

S
y
s
te

m
a

ti
c
 u

n
c
e

rt
a

in
ty

 [
%

]

-20

-10

0

10

20

30 ATLAS

 = 8 TeVsATEEC 

 < 850 GeVT2800 GeV < H

Total

Modelling

 JER⊕JES 

Other

φcos 

-1 -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0

S
y
s
te

m
a

ti
c
 u

n
c
e

rt
a

in
ty

 [
%

]

-20

-10

0

10

20

30 ATLAS

 = 8 TeVsATEEC 

 > 1400 GeVT2H

Total

Modelling

 JER⊕JES 

Other

Figure 2: Systematic uncertainties in the measured TEEC (top) and ATEEC distributions (bottom) for the first and
the last bins in HT2. The total uncertainty is below 5% in all bins of the TEEC distributions.
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NP corrections (TEEC) (arXiv:1707.02562)

9.2 Theoretical uncertainties

The theoretical uncertainties are divided into three classes: those corresponding to the renormalisation
and factorisation scale variations, the ones corresponding to the PDF eigenvectors, and the ones for the
non-perturbative corrections.
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Figure 5: Non-perturbative correction factors for the TEEC functions in the first and last bins of HT2 as a function
of cos �.

• The theoretical uncertainty due to the choice of renormalisation and factorisation scales is defined
as the envelope of all the variations of the TEEC and ATEEC distributions obtained by varying up
and down the scales µR, µF by a factor of two, excluding those configurations in which both scales
are varied in opposite directions. This is the dominant theoretical uncertainty in this measurement,
which can reach 20% in the central region of the TEEC distributions.

• The parton distribution functions are varied following the set of eigenvectors provided by each PDF
group [66–69]. The propagation of the corresponding uncertainty to the TEEC and ATEEC is done
following the recommendations for each particular set of distribution functions. The size of this
uncertainty is around 1% for each TEEC bin.

• The uncertainty in the non-perturbative corrections is estimated as the envelope of all models used
for the calculation of the correction factors in Figure 5. This uncertainty is around 1% for each of
the TEEC bins considered in the NLO predictions, i.e. those with | cos �| � 0.92.

• The uncertainty due to �s is also considered for the comparison of the data with the theoretical
predictions. This is estimated by varying �s by the uncertainty in its value for each PDF set, as
indicated in Refs. [66–69].

The total theoretical uncertainty is obtained by adding these four theoretical uncertainties in quadrature.
The total uncertainty can reach 20% for the central part of the TEEC, due to the large value of the scale
uncertainty in this region.

13

I Pythia8 with the AU2 tune is used for the nominal corrections.
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Determination of ↵s

I The evaluation of ↵s is obtained by minimizing a �2 function:
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10 Determination of the strong coupling constant764

The evaluation of the strong coupling constant �s(mZ) is made by minimizing a standard �2 function with765

correlations between the systematic uncertainties, which are parametrised using the nuisance parameters766

�k categorised in tables 7 and 8, ordered as a function of increasing impact on the TEEC measurement.767

The minimum of the �2 function is found in a 66-dimensional space, one dimension corresponding to768

�s(mZ) and the rest to the nuisance parameters associated with the experimental errors. The function to769

be minimised is defined as770

�2(�s,��) =
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(xi � Fi(�s,��))2
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where the theoretical predictions are varied according to771
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������� (31)

In this expressions, xi correspond to the data points in each distribution (TEEC or ATEEC), and �xi772

are their statistical uncertainties. ��i are the statistical errors on the theoretical predictions, while �(i)
k773

correspond to the k-th source of systematic uncertainty in the bin i. In a conservative way, the asymmetric774

systematic uncertainties are symmetrised to their maximum value for the �2 definition.775

�(i)
k = max

�
�(i)�

k ,�
(i)�
k

�
(32)

The functions �i(�s) are analytical expressions parametrizing the dependence of each observable (TEEC776

or ATEEC) with the strong coupling constant. They are obtained by fitting the predictions for each bin777

as a function of �s(mZ). This function is chosen to be a parabola of the form778

�i(�s) = ai�
2
s + bi�s + ci (33)

The fitted dependence of each bin of the TEEC and ATEEC functions with �s(mZ) is presented in ap-779

pendix I.780

The quality of the fit to the NLO predictions is found to be excellent for each bin on both TEEC and781

ATEEC. This is expected, as the dependence on �s(mZ) on an NLO calculation is a polynomial of order782

2.783

The theoretical uncertainties on the predictions are treated by shifting the theoretical distributions by784

each independent source of uncertainty (scale variations, all independent PDF uncertainties and non-785

perturbative corrections) and repeating the fit using the modified theoretical inputs. For the scale uncer-786

tainty, the fits are repeated for each di�erent variation of (µR, µF), and the two values of �s(mZ) which787

separate most from the nominal value are taken as the ones defining the envelope of the uncertainty.788
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The functions �i(�s) are analytical expressions parametrizing the dependence of each observable (TEEC776

or ATEEC) with the strong coupling constant. They are obtained by fitting the predictions for each bin777

as a function of �s(mZ). This function is chosen to be a parabola of the form778

�i(�s) = ai�
2
s + bi�s + ci (33)

The fitted dependence of each bin of the TEEC and ATEEC functions with �s(mZ) is presented in ap-779

pendix I.780

The quality of the fit to the NLO predictions is found to be excellent for each bin on both TEEC and781

ATEEC. This is expected, as the dependence on �s(mZ) on an NLO calculation is a polynomial of order782

2.783

The theoretical uncertainties on the predictions are treated by shifting the theoretical distributions by784

each independent source of uncertainty (scale variations, all independent PDF uncertainties and non-785

perturbative corrections) and repeating the fit using the modified theoretical inputs. For the scale uncer-786

tainty, the fits are repeated for each di�erent variation of (µR, µF), and the two values of �s(mZ) which787

separate most from the nominal value are taken as the ones defining the envelope of the uncertainty.788

– xi : data points in each distribution (TEEC or ATEEC).
– �xi (�⇠i ): Statistical uncertainty in data (theory).
– �i

k : k -th source of systematic uncertainty in the bin i .

I  i(↵s) are analytical expressions parametrizing the dependence with ↵s
obtained by fitting the predictions for each bin as a function of ↵s(mZ ):
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each independent source of uncertainty (scale variations, all independent PDF uncertainties and non-785

perturbative corrections) and repeating the fit using the modified theoretical inputs. For the scale uncer-786

tainty, the fits are repeated for each di�erent variation of (µR, µF), and the two values of �s(mZ) which787

separate most from the nominal value are taken as the ones defining the envelope of the uncertainty.788

I The obtained values of ↵s(mZ ) are then evolved to ↵s(Q) using:

From the comparisons in Figures 6 and 7, one can conclude that perturbative QCD correctly describes the
data within the experimental and theoretical uncertainties.

11 Determination of �s and test of asymptotic freedom

From the comparisons made in the previous section, one can determine the strong coupling constant at
the scale given by the pole mass of the Z boson, �s(mZ), by considering the following �2 function

�2(�s,��) =
�

bins

(xi � Fi(�s,��))2

�x2
i + ��

2
i
+
�

k

�2
k , (3)

where the theoretical predictions are varied according to

Fi(�s,��) = �i(�s)

�
�������1 +
�

k

�k�
(i)
k

�
������� . (4)

In Equations (3) and (4), �s stands for �s(mZ); xi is the value of the i-th point of the distribution as meas-
ured in data, while �xi is its statistical uncertainty. The statistical uncertainty in the theoretical predictions
is also included as ��i, while �(i)

k is the relative value of the k-th source of systematic uncertainty in bin i.
This technique takes into account the correlations between the di�erent sources of systematic uncertainty
discussed in Section 7 by introducing the nuisance parameters {�k}, one for each source of experimental
uncertainty. Thus, the minimum of the �2 function defined in Equation (3) is found in a 74-dimensional
space, in which 73 correspond to nuisance parameters {�i} and one to �s(mZ).
The method also requires an analytical expression for the dependence of the fitted observable on the
strong coupling constant, which is given by �i(�s) for bin i. For each PDF set, the corresponding �s(mZ)
variation range is considered and the theoretical prediction is obtained for each value of �s(mZ). The
functions �i(�s) are then obtained by fitting the values of the TEEC (ATEEC) in each (HT2, cos �) bin
to a second-order polynomial. For both the TEEC and ATEEC functions, the fits to extract �s(mZ) are
repeated separately for each HT2 interval, thus determining a value of �s(mZ) for each energy bin. The
theoretical uncertainties are determined by shifting the theory distributions by each of the uncertainties
separately, recalculating the functions �i(�s) and determining a new value of �s(mZ). The uncertainty is
determined by taking the di�erence between this value and the nominal one.
Each of the obtained values of �s(mZ) is then evolved to the corresponding measured scale using the NLO
solution to the renormalisation group equation (RGE), given by

�s(Q2) =
1

�0 log x

�
������1 �

�1

�2
0

log
�
log x
�

log x

�
������ ; x =

Q2

�2 , (5)

where the coe�cients �0 and �1 are given by

�0 =
1

4�

�
11 � 2

3
nf

�
; �1 =

1
(4�)2

�
102 � 38

3
nf

�
,

and � is the QCD scale, determined in each case from the fitted value of �s(mZ). Here, nf is the number
of active flavours at the scale Q, i.e. the number of quarks with mass m < Q. Therefore, nf = 6 in the
six bins considered in Table 1. When evolving �s(mZ) to �s(Q), the proper transition rules for nf = 5 to
nf = 6 are applied so that �s(Q) is a continuous function across quark thresholds. Finally, the results are
combined by performing a global fit, where all bins are merged together.

15

where ⇤ is the QCD scale, obtained in each case from the fitted value of ↵s(mZ ).
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