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WA105 Technical Design Report:

TDR 

submitted on 31st March 2014

CERN-SPSC-2014-013

SPSC-TDR-004(2014)

2015 Annual SPSC progress 

report  31st March 2015 

SPSC-SR-158

WA105 project MOU fully 

signed, December 2015

History of Dual-Phase ProtoDUNE / WA105

Project started in 2013 (CERN RB 

approval) following the submission 

of LBNO Expression of Interest 

Collaborators from  10 countries

and 22 institutes
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Integration in DUNE project as DP-ProtoDUNE

December 2015; EOI call for ProtoDUNEs, January 2016

2016 Annual SPSC progress

report, April 7th 2016  

CERN-SPSC-2016-017  

SPSC-SR-184 

DUNE CDR, July 2015: 

WA105 and Dual-phase 

10 kton design 

LBNC review June 2016, 

LBNC review October 2016
2017 Annual SPSC progress

report,  April 4th 2017  

CERN-SPSC-2017-011  

SPSC-SR-206 



One year of progress documented in the report submitted  to the SPSC 2017 annual 
review:  https://cds.cern.ch/record/2256436

https://mmm.cern.ch/owa/redir.aspx?C=lYlCwUv9KE9JurUvYDDCqMXa_WnkJ79l6E2n__30yXYpR5jz7HDUCA..&URL=https://cds.cern.ch/record/2256436
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3x1x1 catalyzing progress  on 6x6x6 m3:
 Membrane vessel design and procurement

 Cryogenics

 Charge Readout Plane (CRP) detectors

 CRP structure and hanging system

 Feedthroughs

 HV and field cage

 Charge readout FE electronics + digital electronics

 Light readout system + electronics

 DAQ and online processing

 Slow Control

Advanced state of 

design, prototyping and 

production preparation

For many items huge 

benefit from immediate 

application of a smaller 

3x1 prototype LAr-proto

(minimal size of RO unit 

in 6x6x6)

 Fully engineered versions of many 

detector components with pre-

production and direct implementation  

(installation details and ancillary 

services)

 First overview of the complete system 

integration: set up full chains for QA, 

construction, installation, commissioning

 Anticipate legal and practical aspects 

related to procurement, costs and 

schedule verification 

 Retirement of several risks for PD-DP 

thanks to (1) identification of critical 

components (2) early detection of 

potential problems



Detector installation completed 
during the fall 2016
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May-June 2016:
• CRP cryogenic test and installation under the top-cap
• Installation of drift cage
• Cabling of all inside sensors (high voltage, LEMs, temperature, …)
• Signal feedthrough wiring, insertion and testing with first analogue front end
• Cabling and test of PMTs
• Complete testing (HV leakage currents, signal continuities, cable mapping, voltage divider,..)

 July 4th top-cap with detector lifted and inserted in the cryostat
July-August 2016:
• Multiple visual inspections by entering the cryostat through manhole.
• Gas system to purge cryostat insulation installed
• Cabling of slow control system
• Some slow control sensors up and running, data-base setup.
• Light readout electronics installed
• Very high voltage feedthrough successfully inserted and tested
• Installation of online computing farm with 256 cores and 200 TB storage 
September 2016:
• Cosmic ray trackers installed
• Installation of  cryogenic front-end electronics in the signal chimneys, all channels tested with charge 

injection in the anode strips
• Completion of cabling
• Installation of cryogenic system  be DEMACO 19/9-9/10
October 2016: 
• Completion of cryogenics
• Final grounding checks and installation of digital electronics
• Warm gas piping, cabling of cryo controls
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 Cryogenic installation completed
 Warm gas system installation by CERN neutrino 

platform still in progress (2 weeks delay w.r.t. 
schedule due to late delivery of some valves) 

 Start of purging  of  cryo system expected on Nov 
14th and detector purging on Nov 22nd with updated 
schedule

Slide shown at last LBNC in October 2016
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 October 2016: due to delay in warm gas piping installation and interference with Christmas CERN 
stop filling postponed to January

 December 19th closure of man-hole, leak tests, identified major leak in liquid argon pump tower due 
to a broken bellow. Bellow likely damaged during transport or installation (pump tower tested 
successfully at CrioTEC/Italy)     repair of pump tower

 January 24th -February 7th :  open loop purge, 1.5 ppm O2 reached

 February 8th - February 15th : closed loop purge, 80 volumes 0.2 ppm O2 reached

 February 15th attempt to cool-down, problems due to the formation of gas pockets on the LN2 line 
modification of the LN2 line needed by adding a purging valve at the input of the condenser  (1.5 
weeks of delay added on the commissioning schedule of the cryogenic system.

 Cryostat cool-down started on February 27th
March 3rd

 March 3rd observation of a cold spot with ice in a 
corner of the cryostat exoskeleton  LAr T not 
reached, warming up for inspection

 March 14th access possible, visual inspection 
shown no damages to membrane, March 14th -
March 18th Negative leak searches with helium

 March 21st , drilling of point corresponding to cold 
spot on external steel plates: shown the presence 
of an empty corridor without insulation
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Scintillation light (slow 
component) in pure argon gas

Gas purity evolution 
during purging (open 
and closed loop) and 
cool-down:

 oxygen, nitrogen and 
moisture under control; 
no evidence for large 
outgassing or leaks

Measurements of 
temperature gradients 
in gas during cool 
down
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 Finalization by the end 

of November 2016 of 

executive design of: 

CRPs, field-cage and 

cathode

Detector–Cryostat integration

Charge Readout Planes

Field Cage (common 

structural elements with 

SP)

Cathode

6 m

6 m

Full 3D electrostatic 

simulations completed for HV 

feedthrough, field-cage, 

cathode, ground grid



The Dual-Phase ProtoDUNE/WA105 6x6x6 m3 detector is 
built out of the same 3x3m2 Charge Readout Plane 
units (CRP) foreseen for the 10 kton Dual-Phase DUNE 
Far Detector (same QA/QC and installation chains)

WA105: 4 CRP

6 m

6 m

10 kton: 80 CRP

60 m
6 m

12 m

11
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3x3 m2 CRPs integrating the LEM-anode sandwiches (50x50 cm2) 

and their suspension feedthroughs (CRP specific to dual-phase 

technology: critical item)

 Invar frame + decoupling mechanisms in assembly in order to 

ensure planarity conditions +-0.5 mm (gravity, temperature gradient) 

over the 3x3 m2 surface which incorporates composite materials and 

ensure minimal dead space in between CRPs

CRP mechanical structure design:

 campaign of cold bath tests + photogrammetry 

on differential effects in thermal contraction, 

design of decoupling mechanism
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Integration of the grid of submerged 

extraction wires in the frame minimizing 

dead space in between CRPs. Tests for the 

wires system design

Thermal decoupling supports of G10 frame on invar frame 

Tooling, assembly and installation 

procedures defined  getting ready for 

production

CRP assembly animation:

https://youtu.be/jcnJjlU-Cyc

Suspension  feedthroughs 

CRPs
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Field cage shares common basic structural elements 

(extruded profiles and FRP beams) with the single-phase 

ProtoDUNE

Assembled in 8 vertical modules of 6238x3017 mm 

(2 modules per detector face). 

Each module is assembled out of 3 sub-modules

Sub-module 1

33 profiles

Sub-module 2

33 profiles

Sub-module 3

32 profiles + cathode

Continuity at center and 

borders (bent at 45 

degrees) with clipping 

profiles

Test setup at CERN for clips and electrical 

elements

 98 profiles/module 

with 60 mm pitch

Detailed 

electrostatic 

simulations 

performed for 

profiles/clips

 Adaptation from SP beam plug design 

being finalized
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Transparent cathode with ITO  (Indium-Tin-Oxyde) resistive 

coating on two sides of PMMA plates + TPB deposition at the top 

side:

 R&D and conceptual design for plates integration in cathode 

structure completed

 Infrastructure set up for TPB evaporation coating

 Tested ITO coated PMMA plates up to 850x600 mm2

(produced by industry)  chosen size 650x650x10 mm3 Transparent cathode

LBNC meeting of October 2016: PMMA cathode, 

despite all successful R&D, introduces many elements 

of novelty in the 6x6x6 design and possibly some risks 

which will not be retired by the 3x1x1 operation

 decided  to reactivate the baseline design of the 

cathode, based on a mesh of pipes (extensively 

studied in the LAGUNA-LBNO DS and WA105 

TDR)

 Minimal changes to the structure made for 

PMMA inserting 20 mm SS pipes with 105 cm 

pitch, completion of executive design, full 

simulations showing E<30 kV/cm

Cathode in 4

modules
Ground grid above the PMTs, 

2mm wires embedded in a 

SS frame 40/20 mm pipes, 

assembled in 4 modules
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Preparation for PMTs installation:

 40 PMTs procured in December 2016

 Calibration/characterization system at 

warm/cold

 TPB coating at CERN (Icarus facility)

Cathode HV system:

 HV power supply for 300 kV already available 

Heinzinger

 HV feedthrough deployed on 3x1x1 but designed 

to work up to 300 kV  (300 kV milestone achieved 

in September in dedicated test setup, article: C. 

Cantini et al 2017 JINST 12 P03021.)

Cryostat for test in 

batches of 10 PMTs

(April 2017)

Mechanical supports for 

installation on the 

cryostat floor in between 

corrugations 

(arrangement compatible 

with cryo-piping)



17

 Global detector integration 

performed as well as precise 

definition of mounting operations

 Assembly procedures and 

transportation boxes defined to be 

compatible with  10 kton assembly 

at LBNF

 Risk matrix provided at last LBNC

 Technical design/readiness review 

April 24-25th at CERN



 Extension of North Area completed !
 Cryostat construction started  Available for 

WA105 installation in April 2015
 Cryogenic system designed and 

construction contract assigned

 Detector 
installation 
expected to 
be completed 
by Dec 2017

Slide from LBNC review 
in October
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September 2016

 Now: 

 exoskeleton cryostat 

installation completed

 insulation panels 

installation started to be 

completed by the end of 

May
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 Clean Room in hall 185, used so far 

by Icarus, is going to be freed by 

April 11th in order to host the CRP 

assembly activities

 Cryostat + clean room buffer 

should become available in June to 

start the detector installation 

activities

 Assembly/procurement  activities 

started

Schedule revision including:

 information from the availability of 

the infrastructure

 detector executive design (CRP, 

field cage, cathode) related to a 

more precise definition of the 

construction and assembly 

procedures

 refinements  related to experience 

from the 3x1x1 

 end of detector installation in 

February 2018
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Integration of beam-line DAQ within WA105 White-Rabbit time distribution system

Construction started  looking forward to commissioning

H2-VLE beamline
Tertiary beam on H2 beamline: 

1-12 GeV/c, momentum bite 5%  (can be reduced 

to 1% with integrated spectrometer 

measurements)

 Mixed hadrons beam 1-12 GeV/c: pions, 

kaons, protons + electrons contamination at 

low energies

 Pure electron beams

 Parasitic muon halo

 O(100 M beam triggers to be acquired in 2018

in 120 days of beam operation)

Beam instrumentation 

well defined by B.I. WG 

(beam profile monitors 

and trigger tiles TOF, 2 

Cerenkov) 

Beam line with all 

instrumentation 

integrated



WA105 Accessible cold front-end electronics and  uTCA DAQ system 7680 ch 

 Cryogenic ASIC amplifiers (CMOS 0.35um) 

16ch  externally accessible: 

• Working at 110K at the bottom of the signal 

chimneys 

• Cards fixed to a plug accessible from outside

Short cables capacitance, low noise at low T 

 Digital electronics at warm on the tank deck:
• Architecture based on uTCA standard

• 1 crate/signal chimney, 640 channels/crate

 12 uTCA crates, 10 AMC cards/crate, 64 ch/card

22

ASICs 16 ch.
(CMOS 0.35 um)

Full accessibility provided by the double-phase charge readout at the top of the detector  

uTCA crate

Signal chimney

CRP

Warm

Cold

FE cards mounted
on insertion 
blades
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Cost effective  and fully accessible cold front-end electronics and DAQ

Ongoing R&D since 2006 in production for 6x6x6 (7680 readout channels)

ASIC (CMOS 0.35 um) 16 ch. amplifiers working at

~110 K  to profit from minimal noise conditions:

• FE electronics inside chimneys, cards fixed to a plug 

accessible from outside

• Distance cards-CRP<50 cm

• Dynamic range 40 mips, (1200 fC)  (LEM gain =20)

• 1300 e- ENC @250 pF, <100 keV sensitivity

• Single and double-slope versions

• Power consumption <18 mW/ch

• Produced at the end of 2015 in 700 units (entire 

6x6x6)

• 1280 channels installed on 3x1x1

DAQ in warm zone on the tank deck:

• Architecture based on uTCA standard

• Local processors replaced by virtual processors 

emulated in low cost FPGAs (NIOS)

• Integration of the time distribution chain (improved PTP)

• Bittware S5-PCIe-HQ 10 Gbe backend with OPENCL 

and high computing power in FPGAs

• Production of uTCA cards started at the end of 

2015, pre-batch already deployed on 3x1x1

ASIC 16 ch.

CMOS 0.35um

 Large scalability (150k channels for 10kton) at low costs

Analog FE cards

(64 ch)
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 Full production 700 chips of cryogenic ASIC amplifiers procured at the beginning of 2016
 64 channels FE cards with 4 cryogenic ASIC amplifiers designed and tested in the spring 2016
 First batch of 20 cards (1280 channels) produced for the 3x1x1 operation, operational

uTCA 64 channels AMC digitization cards (2.5-
25 MHz, 12 bits output, 10 GbE connectivity

 20 cards produced by September 2016 to equip the 3x1x1, 
operational

 Cards production going to be completed with the 2017 budget 
of remaining 100 FE and uTCA cards for 6x6x6 

(main components purchased last year  ADCs,FPGAs,IDT
memories …)
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Global uTCA DAQ architecture 
integrated with « White Rabbit » (WR) Time and Trigger distribution network 

+ White Rabbit slaves nodes in uTCA crates  +

WR system (time source, GM, trigger system, slaves)
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White Rabbit trigger time-stamping PC (SPEC + FMC-DIO)
White Rabbit Grand-Master 
GPS unit

White Rabbit uTCA slave node based on WRLEN developed 
and produced for entire 6x6x6

Other components of the chain (GPS receiver, WR 
grandmaster, SPEC+ FMC-DIO + 13 WRLEN ) available 
commercially



Event builder, network, GPS/White Rabbit GM,
WR Trigger PC

Signal Chimneys and uTCA crates

6x6x6: 12 uTCA crates (120 AMCs, 7680 readout channels)

 3x1x1: 4 uTCA crates  (20 AMCs, 1280 readout channels) 



AMC 64 channels
digitization cards

WR uTCA slave
card node with 
WRLEN mezzanine

White Rabbit optical link

MCH

10 Gbit/s data link

How a crates was looking like before VHDCI signals cabling to the warm flange
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Top cap picture 
with uTCA crates 
cabled to signal 
chimneys

Run control with 20 AMCs

Automatic data processing on online 
storage/processing farm for purity and 
gain analysis + data transfer on EOS

Stable system,  noise conditions at warm 
1.5-1.7 ADC counts RMS



Several campaigns of  checking of the grounding conditions/noise measurements 
since June 2016. 
Good noise conditions with some residual small issues related to slow-control/HV 
grounding and cabling 
 Average RMS noise 1.7 ADC counts (0.82 mV) at warm with all systems active 
and cabled 1.5 ADC counts with slow control/HV cables disconnected from flanges

The grounding scheme for the 6x6x6 is more sophisticated with the cryostat, FE electronics and 
slow control completely insulated from external environment and only referred to cryostat 
ground. 



C.R. stands for Counting Room

Online processing and storage facility: internal bandwidth 20 GB/s, 1 PB 
storage, 384 cores: key element for online analysis (removal of cosmics, 
purity, gain, events filtering)



First design of online storage/processing DAQ back-end farm 
performed in 2016 (1PB, 300 cores, 20Gb/s data flow), 

Smaller test scale system already 
installed and operative for 3x1x1

Tests to finalize the architecture of 
final online storage/processing 
facility. 
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Conclusions:

 The 3x1x1 pilot detector has been extremely useful in order to reach an advanced state of prototyping 

and costs assessment of  most of the components for the 6x6x6 and to anticipate legal and 

procurement problems. The 3x1x1 assembly was completed in the fall 2016. The  operation with liquid 

argon of the 3x1x1 has unfortunately not started yet due to delay in the cryogenic system and a recent 

problem with the cryostat. 

 Experience gained so far with 3x1x1 construction, slow control operation, gas purge and purity 

measurements, FE electronics, noise and grounding, smooth operation of the DAQ system and online 

storage and processing commissioning has been conformal to expectations and very fruitful. The 

3x1x1 activities have allowed retiring and/or reducing risks for PD-DP through (1) identification of 

potential critical components (2) early detection of potential problems. Most have been already taken 

into account in the 6x6x6 design.

 The executive design of the remaining aspects of the 6x6x6 CRPs, Field Cage, cathode, was 

completed by the end of November  2016. The schedule has been revised by taking into account final 

design and precise operation sequences, availability of  infrastructure (clean room in 185 and cryostat 

+ clean room buffer)  and experience from 3x1x1 assembly. Production and construction activities 

started. FE and DAQ electronics, Slow Control, PMTs, HV, Cosmic Ray Triggers were already in 

production phase. The beamline + instrumentation design was completed as well and installation 

started.

 A global picture of the progress during  the last year is described in the CERN SPSC 2017 yearly 

report

 The DP ProtoDUNE construction is in an advanced state and largely benefited of the preparation 

activities with the 3x1x1. We are looking forward to the completion of the DP ProtoDUNE detector 

assembly in the cryostat and the exploitation with the beamline in 2018  with the collection of about 

100M triggers !
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Double-phase readout:

Long drift, high S/N: extraction of electrons from the liquid and multiplication with avalanches in 

pure argon with micro-pattern detectors like LEM (Large Electron Multipliers)  

Tunable gain (~20 minimum), two symmetric collection views, coupling to cold electronics

Drift field 0.5-1 kV/cm

Extraction field 2 kV/cm

Collection field 5 kV/cm

Anode 0V

Grid

2 mm

1 cm

LAr

GAr

LEM (1mm)

25-35 kV/cm

Anode PCB

500 um holes

800 um pitch
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Advantages of double-phase design:

• Anode with 2 collection (X, Y) views (no induction views), no ambiguities

• Strips pitch 3.125 mm, 3 m length

• Tunable gain in gas phase (20-100), high S/N ratio for m.i.p. > 100,  <100 KeV

threshold, min. purity requirement 3ms  operative margins vs purity, noise

• Long drift projective geometry: reduced number of readout channels

• No materials in the active volume

• Accessible and replaceable cryogenic FE electronics, high bandwidth low cost 

external uTCA digital electronics 

Dual-phase 10 kton

FD module 

 80 CRP units

 60 field shaping 

rings

 240 signal FT 

chimneys

 240 suspension 

chimneys

 180 PMTs

 153600 readout

channels



E=0.5-1.0 kV/cm

Cathode

Segmented anode

in gas phase with 

dual phase 

amplification

LAr volume

X and Y charge collection strips

3.125 mm pitch, 3 m long   7680 readout channels

Dual phase liquid argon TPC

6x6x6 m3 active volume

Drift
Drift coordinate 

6 m = 4 ms

sampling 2.5 MHz

(400 ns), 12 bits

 10000 samples

per drift window

6 m 6 m 

3 m 

Prompt UV 
light

dE/dx  ionization

Photomultipliers

 Event size: drift window of 

7680 channels x 10000 samples ⇒ 146.8 MB
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Detector installation in 
EHN1

38

• Feedthroughs are installed first

• The material for detector installation is brought to a 
clean room buffer and then via TCO into the cryostat

• CRPs will be pre-assembled at CERN, packed in a 
protective case, and then brought in vertically via TCO

• All elements (CRP+field cage panels + cathode sub-
modules in basic units of similar standard sizes)

 Installation sequence same as for 10kt DUNE 

• CRP assembly at CERN in clean room in Bld 185 (4 CRP 
assembly in parallel)TCO = Temporary Construction Opening

Clean room buffer with top 
hatch matched to TCO
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Tertiary Beam 

composition for  

secondary beam 

+80 GeV/c

Momentum (GeV/c) / Particle e π K p

0.4 - 3.0 C1 CO2 @  1bar TOF 0 TOF

3.0 - 5 C1 CO2 @  1bar C2 CO2 @ 3.5 bar No C2 No C2

5.0 - 12.0 C1 CO2 @  1bar C2 CO2 @  <= 14bar No C1 No C2

Final PID scheme:
• TOF with BPROF’s – distance ~32 m
• 1 “low pressure” XCET - < 3bar pressure (“C1”) 
• 1 “high pressure” XCET - ≥ 15 bar pressure (“C2”)

Baseline : No K/p separation between 3 - 5 GeV

No e- tagging in the ‘high energy’ regime 5-12 GeV

BPROF’s  1 mm fibers pitch
2 mm thick scintillator tiles



DP Expressions of Interest  
• Single-Phase EoIs launched in January 

- Start defining responsibilities that can be taken to Funding Agencies

- Five areas (consortia) under a FD-SP TB

22/3/2017 Mark Thomson | protoDUNE-DP Meeting (CERN)40

• Dual-Phase EoIs

- Deferred launch of DP EoIs at request of WA105 IB

• There were valid concerns about value of EoIs without a firmer 

“commitment” to pursuing DP as the second FD module

• Without a stronger commitment, it would be hard to engage with FAs

- We should try to move forward

Technical 
Coordinator

FD-SP 
Technical 

Board

APA 
Consortium

FC/HV/CPA 
Consortium

Electronics 
Consortium

DAQ 
Consortium

Photon 
System 

Consortium

IPO



Planning for second FD module   
• No quick answer - needed to follow due process

- Also wished to have 2nd Co-Spokesperson in place

• Detailed discussion of 2nd FD module will happen as 

part of DUNE strategy update

- Major topic of Face-to-Face EC meeting on 27th March

- Will also include discussion of decision-making process for first two 

FD modules

• applies equally to Single-Phase dual-phase

22/3/2017 Mark Thomson | protoDUNE-DP Meeting (CERN)41

• However, we have already moved to a more symmetric 

treatment of SP and DP

- Committed to producing SP and DP TDRs on same timeline as 

options for the FD

• Committed to further symmetrization



Planning for second FD module   

22/3/2017 Mark Thomson | protoDUNE-DP Meeting (CERN)42

• So what can we say today? 

- Co-spokespersons support idea of planning for DP to be 2nd FD mod.

• MT and EB discussed this topic last week and are of similar opinions

• Discussed at EC meetings (during last collab. mtg. and on Monday)

• General EC consensus, but still need a full discussion

- The EC needs to agree on precise wording (also applies to SP)

• “DUNE is basing its planning on the assumption that …” 

- Need to define the decision process/timetable for 1st & 2nd FD module 

• e.g. PD-SP & PD-DP performance and how funding folds in

• Timeline (assuming consensus)

- Agreement in principle at the EC meeting on 27/3/2017 

• Drafting of strategy statement and sign off in a few weeks

- Ideally launch DP EoIs in parallel with the EC discussion


