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Overview

 ATLAS has provided a testbed for BigPanDA development 

and commissioning for the past 4+ years

 First to run production in DOE HPC – Titan

 Scaling up operations on Titan steadily over past 2 years

 First to integrate network stack with workflow management system

 Testing of BigPanDA packaging and distribution

 Many other accomplishments – see Alexei’s talk yesterday

 This is a natural role for ATLAS since PanDA grew up here

 ATLAS is unique in it’s ability to federate resources

 Started with grid resources – WLCG

 Integrated cloud resources 5 years ago – research, Google, AWS…

 Integrated HPC resources about 3 years ago – DOE, NSF, EU...

 All of the federation is done through PanDA/BigPanDA
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Many Speakers Showed Similar Slide 
Yesterday
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74 Million Titan Core Hours used in calendar year 2016

In backfill mode – no allocation

374 Million Hours remained unused.



And Details of Backfill Like This
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The View from ATLAS (US Centric)
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Full Geant4 Simulation

Total CPU Usage by 

ATLAS in US for 2016

Titan in Dark Green
Titan only runs G4 – other workflows not shown



And in 2017
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Full Geant4 Simulation

Total CPU Usage by 

ATLAS in US for 2017

Titan in Dark Green
Titan only runs G4 – other workflows not shown



Working on Error Rates
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2017



View from the Top of ATLAS
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Full Geant4 Simulation

Total CPU Usage by 

ATLAS for 2017

Includes all sites – not only US
Titan only runs G4 – other workflows not shown



Very Good Last Week
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Titan 4.6%

Cori 4.4%



What can be done Better?

 Exploiting 1-2% of unused cycles on Titan provided about 

5% of all ATLAS computing – same as large US sites

 Great for Titan – improved efficiency at almost no cost

 Great for ATLAS – huge impact on physics results

 But Titan has a factor of 2-3 more unused cycles

 ATLAS cannot use them yet – waiting for Event Service

 New PanDA server at OLCF can be used by others

 Plan for the next 6-12 months

 Continue ATLAS usage of Titan – LHC is taking data

 Many of the improvements discussed yesterday (and later today)

 Harvester on Titan

 Yoda on Titan

 AES (using OS) on Titan
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