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Tier-2 On-Demand Testing Services

* Tier-2s are in the process of deploying software
and hardware that will allow Tier-3s to perform
on-demand tests to check their performance

* Throughput
 Latency/ditter

» The client software for using these testing
services Is available via VDT 2.0.0



Tier-2 On-Demand Testing Services

» Throughput Testing (bwctl)
* Wraps ‘iperf’ bandwidth tester
e Schedules tests so they won't interfere with other tests
 Allows limiting the tests users can run
o http://www.internet2.edu/performance/bwctl/

* One-way Delay Testing (owamp)
* One-way “ping” command
* Low bandwidth; tests don’t interfere with each other
e http://www.internet2.edu/performance/owamp/




Tier-2 On-Demand Testing Services

* Network Diagnostic Tool (NDT), Network Path
and Application Diagnostic (NPAD)
* Measure performance to users desktop
« Simple to use and understand Java applet

* [dentify real problems for real users
* Network infrastructure is the problem
» Host tuning issues are the problem

« NPAD
e hitp://www.psc.edu/networking/projects/pathdiag/

*NDT

e hitp://www.internet2.edu/performance/ndt/




Finding deployed services to test with

» http://www.perfsonar.net/activeServices
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obal dervice and prata view [T]
Measurement Tools
NPAD Daemon
TRACEROUTE Dacmon
NDT Dacmon
PING Dacmon
PHOEBUS Daemon
BWCTL Dacmon
PperfSONAR Se s
PSB BWCTL Service
SNMP Service
PINGER Service
PSB OWAMP Service
OWANMP Daemons
Service Narmie Service Type Address Description
MWT2_IU OWAMP Server owamp tep: /149,165,225 224:861 OWAMP Server at MWT2_IU in Indianapolis, IN, US
7 TNiversity

:2:?:;'31" University CFWAME owamp tep://psndt] .acere vanderbilt.edu:861 OWAMP Server at Vanderbilt University in Nashville, TN, USA

OWAMP Server owamp tcp//perfsonarnersc.govigol OWANMP Server

OWAMP Server OWAImp tep: /200,128 .80.186:861 OWAMP Server

SFU - West Burnaby Campus , X R OWAMP Server at SFU - West Burnaby Campus in Burnaby, BC.

OWAMP Server OWAImp tep: /142,58 .45.2:861 Canada !
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Throughput Testing (bwctl)

# bwctl —1 2 -t 20 -c bwectl.losa.net.internet2.edu

# bwctl —1 2 —t 20 -s bwctl.newy.net.internet2.edu

-1 2 = report intermediate results every 2 seconds
e -t 20 = run test for 20 seconds

* -s name = remote end will send data to you

e -c name = you will send data to the remote host



Throughput Testing (bwctl)

rcarlson@triton:~/ndt — ssh — 116x33
-bash-3.25 bwetl -i2 -t20 -5 lhcmon.bnl.gov ;
bwetl: Unable to contact a local bwetld: Spawning loecal tool controller
bwetl: Futtoplhvailable|): We were unable to verify that nutkecp ie werking. Likely vou de net have it installed. exit
status: l: output: exec(nuttcp): Wo such file or directory
bwctl: Couldn't initialize tool "nuttep”. Disabling it.
bwetl: Using tool: iperf
bwetl: 28 sceonds until test results available

RECEIVEE START

bictl: exec line: iperf -B 207.75.164.104 -5 -f a -m -p 5001 -+ 20 -1 2
bwctl: start tool: 3458324284.538605

Server listening on TCP port 5001

Birding te local address 207.75.161.104

TCF wincow size: £5.3 EByte (default)

[ 12] Tocal 207.75.1/4.104 port 5001 eonnected with 192.12.15.23 port 5001
[ 12] dQ.0- 2.0 sec 19.5 MDytes 31.8 Mbita/sec

| 12] 2.0- &.0 sec ZZ.4 MHytes 34.0 Mbitsfsec

[ 12) 4.0- 6.0 sec 2Z.4 MBytes 34.0 Mbits/sec

[ 12) &.0- B.0 see 22.1 MBytes 34.0 Mbits/see

[ 12] 8.0-10.0 sec 21.4 MBytes 39.7 Mbits/sec

[ 12] 10.0-12.0 sec 19.0 MBytes 79.&8 Mbitsfsec

[ 12] 12.0=-14.0 ser 27.A MRBytes 90.f Mhits/see

[ 12] 14.0-16.0 sce 22.4 MBytes 34.1 Mbits/sce

[ 12] 16.0-18.0 sec 1%9.5 MBytes 32.4 Mbitsfsec

[ 12) 18.0-20.0 sec 20.2 MBytes 34.¢ Mbits/sec

[ 12) C.0-20.1 see 213 MBytes BB.5 Mbits/sec

[ 12) MES size 1448 bytes (MTU 1500 bytes, ethernet) .

bwctl: stop exec: 345B324308.780934

RECEIVEE EMND "-;J
-bash-3.2% |
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One-Way Ping (owping)

# owping owamp.losa.net.internet2.edu
« Qutput

» Separate statistics for both directions
Number of packets sent and lost
One-way delay statistics min/median/max
Number of IP hops in path

Number of packets that arrive out-of-order



One-Way Ping (owping)
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NDT Client Test

File Edit View Go Bookmarks Tools Help

@ - & @ LI http://207.75.164.80:7123/ |v] ®co |ICL

# Getting Started 5! Latest Headlines
LACHLEW HU DEHLLIE = ¥V AD ITVUU VIDPS POIZHDIL UIETTIEL) HELW UFK COLnecuon

[a]
Thisjava applet wasdeveloped to test the reliablity and operational status of your desktop computer and network connection, It does this by sending data between your computer ]
and this remote NDT server. These tests will determine:
® The slowest link in the end-to-end path (Dial-up modem to 10 Ghps Ethemet/OC-192)
@ The Ethernet duplex setting (full or half);
® [fcongestion islimiting end-to-end throughput. ;
It can also identify 2 serious emor conditions:
® Duplex Mismatch
® Excessive packet lossdue to faulty cables.
A test takes about 20 seconds. Click on "start" to begin.

click START 1o re-test
START | Statistics | Mare Details... | | Repaort Praoklem
g

Tcpbw100 done
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NPAD Client Test

oW aWa -,

@ (G ) (3¢) (M) () hup://speedtest2.prl.gov:3200/ServerData/nms-rexp.seat neL.internet2 edu%3A2 009-08-03-22%3 A3 4%3A23. html %1 v ) - ([T granger saab Q)

Most Visited >~ Getting Started  Latest Headlines ™

D Test ... &

Pass data rate check: maximum data rate was 989 456662 Mb/s [7]

Loss rate test: Fail! [7]
Fail: loss event rate: 0.000525% (190639 packets between loss events). [?]

Diagnosis: there is too much background (non-congested) packet loss. [7]

The events averaged 11.700000 losses each. for a total loss rate of 0.006137%. [?]

FYI: To get 500 Mb/s with a 8948 byte MSS on a 76 ms path the total end-to-end loss budget is 0.000174% (575094 packets between losses). [1]
|> Locate the excess packet loss in this section of the path. [7]

Suggestions for alternate tests

FYT: This path may pass with a less sirenuous application: [7]
Try rate=500 Mb/s, rti=43 ms
Try rate=989 Mb/s, rti=22 ms
Or if you can raise the MTU: [7]
Try rate=>500 Mb/s, rtt=44 ms, mu=9000 bytes
Try rate=989 Mb/s, rtt=22 ms, mtu=9%000 bytes

I
21
[
il
T3]
I> Localize all path problems by testing progressively smaller sections of the full path. [7]

21
m

tester flaws




Reactive Performance Monitoring

e Current Model

« User complains about performance to a site

« Administrator runs ‘iperf’ or other performance
monitoring tools when the complaint comes in.

* Problems with current ‘reactive’ monitoring
* Assumes users even know to complain.

* No way to know how long the problem has
occurred.

« Unlikely to catch intermittent problems



Regular Testing

« perfSONAR-PS tools eases regular testing

« Automate running regular throughput and latency
tests, and archives the results

» Allows easy visualization of the history of
throughput and latency performance

» pS-Performance Toolkit

e Bootable Linux ISO with perfSONAR-PS tools

« bwctl, owamp, NDT, NPAD, PingER, perfSONAR-BUOY
(regular tester), Cacti

« Upcoming release v3.1 in September
 ‘release candidate’ versions are being tested



pS-Performance Toolkit — Test Setup

Throughput tests will be running 2% of the time

Scheduled Tests
One-Way Delay Test (perfSONAR-BUQY /OWAMP)

|Thmughput Test (perfSONAR-BUOY/ bwetl) Configure Delete
|PingER Test Configure Delete

Add New Throughput Test Add New Ping Test Add New One-Way Delay Test

Test Parameters

Description One-Way Delay Test (perfSONAR-BUOY | OWAMP)
Packet Rate (packets per second) 10
Packet 5ize (bytes) 20

Edit Test Parameters

Test Members

207.75.165.145 Internet2 AA Office Delete
psum01.aglt2.org OWAMP Server at University of Michigan in Ann Arbor Delete
192.52.179.221 Internet2 DC Office Delete

Add New Host
Find Hosts To Test With

Members Of USATLAS Community As of Wed Aug 19 17:01:25 2009 UTC
OWAMP Server at Boston University in Bonston, MA, USA
192.5.207.251 Add To Test

OWAMP Server at OU_OCHEP_SWTZ2 in Norman, OK, U.S.A.
129.15.40.232(ps2.ochep.ou.edu) Add To Test

OWAMP Server at Southern Methodist University Physics Department in Dallas, Texas, USA
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pS-Performance Toolkit — Throughput

Source: chic-pt1.es.net (198.124.252.141) -- Destination: sdsc-pti.es.net (198.124.252.141)

q“‘@e‘*@“@“z““@“@q“‘@q@q@#“q@

L 'b- 6 "n. tb":l' r:.’:’q} & B P
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%\:\ q;\ %{1’ %'{b %f;, Q)'Ea Q;Q' qj"@} QJ@ Q,@ ‘b\‘N ‘h\j‘\ *ﬁ"\ Q}N 'h\_'\ ,\"5 q}'\ e \,f) 13 e} W W Q:'q

W chic-pt1.es.net -= sdsc-pt1.es.net in Gbps M sdsc-pti.es.net -> chic-pt1.es.netin Ghps

Maximum chic-ptl .es.net -> sdsc-ptl.esmet 291 Gbps Maximum sdsc-ptl .es.net -> chic-ptl.es.net 426 Ghps
Average chic-ptl es.net -> sdsc-ptl .es.net 248 Gbps Average sdsc-ptl es.net -> chic-ptl.es.net 170 Gbps
6678 Mbps Last sdsc-ptl.es.net = chic-ptl .esanet 380 Ghps

Last chic-ptl.es.net = sdsc-ptl .es.net
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pS-Performance Toolkit — One-Way Delay

Source: lab246.internei2.edu (207.75.164.246) -- Destination: perfmon-dc.internet2.edu (192.52.179.221)

Zoom:1' 5' 1h 1d 5d 1m 3m 6m 1y Max 17:37 August 19, 2009 =
« Min Delay (Sec) 0.00 » Max Delay (Sec) 0.00 = Min Delay (Sec) 0.01 » Max Delay (Sec) 0.01 | [S.] Loss Observed Lost 2 packets out of
v.3o 600

DF - | |R. Loss Observed Lost 1 packets out

H ﬁ o2s| 0600

BLGIF) - ;
LJ LQ.' Loss Observed Lost 2 packets out

.20 of 600

[P. Loss Observed Lost 2 packets out of
600

of 600

IN.| Loss Observed Lost 1 packets out
of 600

[M.| Loss Observed Lost 1 packets out
of 600

[L| Loss Observed Lost 5 packets out of

B

600

|K. Loss Observed Lost 3 packets out

of 600
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pS-Performance Toolkit — Ping Delay

Source: nersc-owamp.es.anet (198.129.254.34) -- Destination: star-owamp.es.net (198.124.252.106)

Zoom:1' 5' 1h 1d 5d 1m 3m &m 1y Max 17:30 August 19, 2000
s Min Delay (MSec) 53.05 « Median Delay (MSec) 53.21 « Mean Delay (MSec) 53.18 » Max Delay (MSec) 53.29

50

40

30
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Testing Recommendations for Tier-2s

* Reqgular Tests

* Throughput (bwctl test)

4-hourly 20 second TCP tests to all other Tier-2s and the
Tier-1

* One-Way Jitter/Latency (owamp test)

Continuous 10 packet per second tests to all other Tier-2s
and the Tier-1

» Connectivity (ping test using PingER)

5-minutely ping test of 10 packets with a 1 second inter-
packet interval



Testing Recommendations for Tier-2s

« Hardware
« Two Monitoring Machines

* One for latency tests and one for throughput tests

« Throughput tests on the same machine as latency tests will
perturb the latency tests

« Located as closely to resources of interest as
possible

e Software

* pS-Performance Toolkit v3.1
* New release candidate next week (Aug 24-29)



Testing Recommendations for Tier-3s

o Still under development

« Using the Tier-2 deployment experience as input into
these testing recommendations.
« (Can use the Tier-2 hardware recommendation

* hitp://code.qgooqgle.com/p/perfsonar-
ps/wiki/Tier2HardwareRecomendations




Conclusions

» Tier-2s are deploying the pS-Performance
Toolkit to perform regular throughput and
latency testing

» This deployment will enable Tier-3s to run on-
demand network measurements tests to the
Tier-2s

« Eventually, the Tier-3s will be able to perform

regular throughput and latency tests with their
Tier-2



Thanks

*Brookhaven National Laboratory (BNL) *The Pennsylvania State University
Caltech *RNP

*CERN *SLAC

*ESnet *Texas A & M University

*Fermilab *University of Delaware

*Georgia Institute of Technology *University of Michigan

*Indiana University *University of North Carolina
‘Michigan State University *University of Oklahoma
*Mid-Atlantic Crossroads (MAX) *Vanderbilt University

*‘MCNC

*National Energy Research Scientific Computing Center (NERSC)
Pacific Northwest National Laboratory (PNNL)



