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• Tier-2s are in the process of deploying software 
and hardware that will allow Tier-3s to perform 
on-demand tests to check their performance
• Throughput

Tier-2 On-Demand Testing Services

• Latency/Jitter

• The client software for using these testing 
services is available via VDT 2.0.0



Tier-2 On-Demand Testing Services

• Throughput Testing (bwctl)
• Wraps ‘iperf’ bandwidth tester
• Schedules tests so they won’t interfere with other tests
• Allows limiting the tests users can run
• http://www.internet2.edu/performance/bwctl/• http://www.internet2.edu/performance/bwctl/

• One-way Delay Testing (owamp)
• One-way “ping” command
• Low bandwidth; tests don’t interfere with each other
• http://www.internet2.edu/performance/owamp/



Tier-2 On-Demand Testing Services

• Network Diagnostic Tool (NDT), Network Path 
and Application Diagnostic (NPAD)

• Measure performance to users desktop
• Simple to use and understand Java applet

• Identify real problems for real users• Identify real problems for real users
• Network infrastructure is the problem
• Host tuning issues are the problem

• NPAD
• http://www.psc.edu/networking/projects/pathdiag/

• NDT
• http://www.internet2.edu/performance/ndt/



Finding deployed services to test with

• http://www.perfsonar.net/activeServices



Throughput Testing (bwctl)

# bwctl –i 2 –t 20  -c bwctl.losa.net.internet2.edu

# bwctl –i 2 –t 20 -s bwctl.newy.net.internet2.edu

• -i 2 = report intermediate results every 2 seconds• -i 2 = report intermediate results every 2 seconds
• -t 20 = run test for 20 seconds
• -s name = remote end will send data to you
• -c name = you will send data to the remote host



Throughput Testing (bwctl)



One-Way Ping (owping)

# owping owamp.losa.net.internet2.edu
• Output

• Separate statistics for both directions
• Number of packets sent and lost
• One-way delay statistics min/median/max
• Number of IP hops in path
• Number of packets that arrive out-of-order



One-Way Ping (owping)



NDT Client Test



NPAD Client Test



Reactive Performance Monitoring

• Current Model
• User complains about performance to a site
• Administrator runs ‘iperf’ or other performance 

monitoring tools when the complaint comes in.

• Problems with current ‘reactive’ monitoring• Problems with current ‘reactive’ monitoring
• Assumes users even know to complain.
• No way to know how long the problem has 

occurred.
• Unlikely to catch intermittent problems



Regular Testing

• perfSONAR-PS tools eases regular testing
• Automate running regular throughput and latency 

tests, and archives the results
• Allows easy visualization of the history of 

throughput and latency performancethroughput and latency performance

• pS-Performance Toolkit
• Bootable Linux ISO with perfSONAR-PS tools

• bwctl, owamp, NDT, NPAD, PingER, perfSONAR-BUOY 
(regular tester), Cacti

• Upcoming release v3.1 in September
• ‘release candidate’ versions are being tested



pS-Performance Toolkit – Test Setup



pS-Performance Toolkit – Throughput



pS-Performance Toolkit – One-Way Delay



pS-Performance Toolkit – Ping Delay



• Regular Tests
• Throughput (bwctl test)

• 4-hourly 20 second TCP tests to all other Tier-2s and the 
Tier-1

• One-Way Jitter/Latency (owamp test)

Testing Recommendations for Tier-2s

• One-Way Jitter/Latency (owamp test)
• Continuous 10 packet per second tests to all other Tier-2s 

and the Tier-1

• Connectivity (ping test using PingER)
• 5-minutely ping test of 10 packets with a 1 second inter-

packet interval



• Hardware
• Two Monitoring Machines

• One for latency tests and one for throughput tests

• Throughput tests on the same machine as latency tests will 
perturb the latency tests

Testing Recommendations for Tier-2s

perturb the latency tests

• Located as closely to resources of interest as 
possible

• Software
• pS-Performance Toolkit v3.1

• New release candidate next week (Aug 24-29)



• Still under development
• Using the Tier-2 deployment experience as input into 

these testing recommendations.

• Can use the Tier-2 hardware recommendation

Testing Recommendations for Tier-3s

• http://code.google.com/p/perfsonar-
ps/wiki/Tier2HardwareRecomendations



Conclusions

• Tier-2s are deploying the pS-Performance 
Toolkit to perform regular throughput and 
latency testing

• This deployment will enable Tier-3s to run on-
demand network measurements tests to the demand network measurements tests to the 
Tier-2s

• Eventually, the Tier-3s will be able to perform 
regular throughput and latency tests with their 
Tier-2
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