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Job records are boring
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CPU resources evolution is exciting
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The canonical 20% year-on-year increase is still there for CPU 



Disk resources evolution

• Pledged

• Pledged and Installed in 2016
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Sites 2015 [PB] 2016 [PB] Delta

T0 14.5 16.8 +16%

T1s 15.8 18.9 +19%

T2s 16.8 18.5 +10%

Sites Pledged 
[PB]

Installed 
[PB]

Delta

T0 16.8 16.6 0%

T1s 18.9 18.7 0%

T2s 18.5 14.5 -22%



Resources evolution 2015-2016

• Real 20% CPU increase

– Standard increase per year

– Matches the site pledges 

• Pledged 15% per year storage increase

– Standard increase per year

– However, the real increase is just 6%

• Number of T2s are not fulfilling their pledges
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Things become worse…

• … If we consider the requirements

6

Required is 15% more

Does not show 6PB disk
buffer for tape



Real situation with storage today

• Installed disk, excluding buffer – 48 PB (should 
be 56 PB if requirements fulfilled)

• Used disk, excluding buffer – 40PB (83%)
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Δ used = 12.6 PB, Δ (2016-2015) pledged = 7 PB, 
Δ (2016-2015) required = 9PB 
Additional deficit (pledged, but not installed) = 4PB 

Disk usage last year



A lot of red
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What happened

• Furious pace of reconstruction of 2015 + 2016 
RAW data (especially heavy) and MC
– This will continue 

• No more quiet and “easy” cleanup possible
– Dark data (in SE, but not catalogue) < 1%, checked 

few weeks ago

– Some CPass0/CPass1 to be cleaned, but little to be 
gained, mostly catalogue space

– Users occupy ~10% of the SEs, some a lot over 
(300GB) soft quota – introduce strict quotas and 
recuperate the space 
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What more can be done

• Next round of production cleanups

– Between 5-10 PB on disk not accessed in last year

– Can this be released for replica reduction? 

• Urgency of this task is becoming high!

• Some respite will come when the 2017 
resources are installed (April and beyond)

– This will be temporary, as the pledges are below 
the requirements
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Reduction of reco output
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Reconstruction output size is ~20% of RAW
Is more aggressive pileup removal possible?
Relevant for upgrade, perhaps worth starting now 



Back to some positive news

• Analysis for QM’2016
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3PB/day read out
Peaks up to 100GB/sec

Last 7 months:
- Average 21GB/sec,
- 352PB read out, 1.7PB/day



Performance

• The reconstruction/simulation/analysis drive 
for QM’2016 was by all accounts a success

• The infrastructure performed well throughout 
the year

• To be acknowledged
– Costin and Miguel for the tireless central services 

support and improvements

– Maarten for keeping a tab on all events on the 
Grid and not letting anything go wrong

– Steady work of all T0/T1/T2experts which keep 
the infrastructure running
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Summary
• 2016 was another good year for the Grid 

computing

• Through the dedicated efforts of all experts, 
the infrastructure grew and delivered what 
was expected of it

• Keeping up with the demand for resources is 
still a struggle, especially storage

– This will be an issue for the observable future and 
we must find a way to avoid crisis situations 
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