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Current implementation

n MySQL-based AliEn File Catalogue
n 3B logical entries

n One (powerful) DB master
n 1.5TB RAM, 2.4TB on disk size

n DB slaves for hot standby / backups
n 4h to dump, ~2 days to restore
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Catalogue in a nutshell

n LFN namespace
n /alice/data/2016/LHC16n/000261088/raw/16000261088034.205.root

n 1180 tables (max 50M), 3B entries, namespace split into tables

n Metadata 

-rwxr-xr-x   alidaq   alidaq    264403565  Sep 09 22:10 0f24bce32446ea22840d188e035b11a9

n GUID namespace
n 76CEBD12-76A0-11E6-9717-0D38A10ABEEF

n 173 tables (max 210M), 2.8B entries, split by time intervals (append)

n Version 1 UUIDs (MAC+timestamp)

n Physical File Pointers
root://alice-tape-se.gridka.de:1094//10/33903/76cebd12-76a0-11e6-9717-0d38a10abeef
root://voalice10.cern.ch//castor/cern.ch/.../16000261088034.205.root

n 3.5B entries, 1B physical files, pointers to ZIP members, 70PB over 70 Storage Elements
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+
DB query rates

n Averages (1y)

9223 Hz Reads
618 Hz Changes
282 Hz Deletes

77500 running jobs

15:1 select/change
ratio

10:1 read/write data
volume
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Cache
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The AliEn catalogue in time
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Future needs

n In Run3 we will have 5x more computing resources (300K CPUs + 
5000GPUs)

n 10x more disk and tape storage =>
~10x more files to manage
n The goal is to sustain ~200kHz queries (stable)

~1Mhz queries (peaks)
n Numbers are a bit inflated

n Query cache represents half or more of the select
n Many of those queries won’t be needed:

n New backend schemas simplify (next slides)
n Improvements on the framework

n Preparing file envelopes for jobs at split
n More aggressive caching in JAliEn

n Looking for a solution providing:
n Horizontal scaling
n No single point of failure
n High query rate
n HA
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Apache Cassandra
n Provides all the requirements mentioned before:

n Horizontal scale
n Add nodes to keep up ops/s

n HA – No point of failure
n Performance (see later initial benchmarks)

n Consistency
n Tunable levels, key factor for us

n We move from N to few tables for the namespace
n Simplification

n Easy setup

n Mapping certain SQL operations not trivial
n Groupings, quota calculations, ‘where’ possibilities…
n NoSQL re-implementation, CQL helps too
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First schema in C*
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x200

x1200

(Path)
Child
Ctime

Owner
Group
Size
Type
Perm
EntryID
JobID
Checksum
Metadata
URLs

(SENumber)
EntryID

FQFileName
Size
Owner

Simplification!

File tree SE lookups

PS: some tables will stay in MySQL



+
Cassandra benchmarks

n Setup a 5-node ring
n Server power: 16-48 cores, 100-350GB RAM
n Java 8 Oracle, no swap, nofile/memlock limits (no degraded mode)
n Mapped namespace into a column family that is able to do `whereis` 

and `ls`: entry contains lfn+pfns metadata
n Starting a new round of benchmarking on a implementation that 

allows `find` as well
n RF 3, LeveledCompaction + LZ4 compression

n Data dump
n MySQL to Cassandra -> slow
n Artificial lfns and dirs -> very quick!

n Execution
n Java sized thread pool, configure hierarchies, number of LFNS, etc…
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Cassandra benchmarks

n Initial benchmarking shows promising results
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Time to retrieve logical and 
physical information of a file

Operations per second based 
on number of clients
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New schema in C*
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(ParentID)
FileName
ChangeTime

EntryID
Flag

(SENumber
moduloID)
EntryID

Size
Owner

PK
((SENumber, 
hash(EntryID)%n
), EntryID)

ParentId
(EntryID)

Owner
Group
Type
Size
Permissions
JobID
Checksum
Metadata<string,string>
PFNs<int,string>
Flag

LFN index LFN metadata SE lookups
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New vs old schema

n Cons
n Need to loop over the lfn_index (hierarchy) to do file operations

n To avoid contention on the servers and thus latency:

n Can be cached by client

n (We hope) can be cache by Cassandra -> RowCache

n Pros
n Some complex and heavy operations 

become much easier

n mv dir: delete old parent and insert new

n rm dir: mark/delete parent

n Easy to keep a trash bin
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Monitoring
n Cassandra internally calculates and exposes an ample set of metrics -> 

MBean (JMX)

n Naming is misleading and documentation is scarce

n Pluggable to some extended tools

n ML will have a dashboard to have a global view of the cluster and detect 
problems -> link to C* monitor

n Feeding most important metrics:
n Read/Write latencies and throughput
n KeyCache hits/requests
n Compaction+GC stat
n Timeouts, Unavailable, Exceptions
n CF stats
n Usual machine status: load, cpu/memory/network usage…
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Stress test: read
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Stress test: read
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Stress test: read

18



+
Stress test: write
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+
Stress test: write
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Next steps

n Tune Cassandra

n Investigate and optimize CPU usage

n Tune JVM+GC, RowCache/KeyCache sizes…

n Run benchmarks with `cassandra-stress`

n Comparable to similar clusters of the community?

n Get closer to a production workload

n Mixed set of select/update/insert/delete as in the current 
catalogue

n Exercise critical operations

n Backups

n Addition/replacement of nodes
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+
ScyllaDB
n “Next generation Cassandra”

n Difference relies on core implementation
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Full report here



+
3D Crosspoint

n Biggest memory breakthrough in 25 years

n Not very clear yet how it will work, but provides:
n Higher data volume than RAM

n Low latency

n ½ price RAM?

n Persistent RAM
n Remove slow I/O layers -> In-memory DB?

n Booking area…
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+
Thanks

n Questions?
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+
B slides - CPU debug: cpu sample
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+
B slides - CPU debug: GC

26

AliEn Catalogue - Miguel Martinez Pedreira



+
B slides - CPU debug: 
methods/cpu usage
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+
B slides - CPU debug: jstack info
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