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O CERN is the European Organization for Nuclear Research in

Geneva

. Particle accelerators and other infrastructure for high energy
physics (HEP) research

. Worldwide community

21 member states (+ 2 incoming members)
Observers: Turkey, Russia, Japan, USA, India
About 2300 staff

>10’000 users (about 5’000 on-site)

Budget ~1000 MCHF

QO  Birthplace of the World Wide Web
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Science is more and more global

Distribution of All CERN Users by Location of Institute on 14 January 2014

MEMBER STATES
Austria
Belgium 152
Bulgaria 49
Czech Republic 208
Denmark 50
Finland 93
France 835
Germany 1185 .
Greece 98
Hungary 59
Israel 49
Italy 1337
Netherlands 174
Norway
Poland
Portugal
Slovakia

Spain

Sweden
Switzerland
United Kin§lom

CANDIDATE FOR OTHERS China 122 Iran 20 Pakistan

ACCESSION China (Taipei) 71 Ireland 5 eru 2
OBSERVERS Romania 86 Argentina 13 Colombia 10 Korea 105 Saudi Arabia 3
India Armenia 16 Croatia 23 Lithuania 13 Slovenia 5
Japan . Australia 39 Cuba 3 Madagascar 3 South Africa 32
ooes ASSOCIATEMEMBER | Azerbaijan 2 Cyprus 13 Malaysia 8 Thailand 8

IN THE PRE-STAGE Belaras 24 Egypt 18 Mexico 46 TEYROM. | 982

TO MEMBERSHIP Brazil 116 Estonia 17 Montenegro 1 Ukraine 24

) Canada 147 Georgia 11 Morocco 6
Serbia 30 Chile 8 Iceland 4 New Zealand 5
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CERN's Accelerator Complex
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The CERN organisational and management structure

. Glth. Safety and Environme@ ( Legal Service )
Director General S. Baird
F. Gianotti C Internal Audit ) ( Translation & Minutes and )
Council Support
As presented to : I :
Council 17/9/2015 N N DG office:
- . M_an&CIaude Pelloux
cceleratorsand Finance and International Reseq wicoera sarzaghini
Technology Human Resources Relations Computing
F. Bordry M. Steinacher Ch. Warakaulle E. Elsen
J J Y J
1 — 1 R |
Finance and £ ) |
Beams Administrative xperimenta
1 N 1 ] Physics
P. Collier Processes M. Krammer
States
Industry, Procurement h -
|| Technology || and Knowledge | | Theo reltlca
IM. liménez Transfer Physics
Th. Lagrange
e Human Information
L] Engineering — Education, Communication, L
A-S. Catherin F. Hemmer
Site Management and Legend
] Buildings -
L Miralles ( Sector ) Department Wil3

Four sectors: each sector comprises several departments and/or units and is led by a Director

The Director General and the four Directors form the Directorate
CE/RW ‘i’ The Enlarged Directorate brings together the Directorate, Department Heads and Head of HSE

wWLCG



Director of
Research

and

Computing
Eckhard Elsen

CERN openlab T L
Alberto Di Meglio Rt e
Department Head
CERN School of Frédéric Hemmer
Computing =
Alberto 2 1
Pace/Sebastian H 3
Lopienski § Depury Hond Planning Officer
: Maite Barroso ¢ o
Lopez Christian Isnard :

Computer Security —— 3

Stefan Liiders Externally

Funded Projects Wrch

Bob Jones lan Bird

K Department
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Tim Smith
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R Infrastructure
Facilities Systems b
Maite Barroso
Wayne Salter Tony Cass lanaz

d
CERN q
\
> VV/L




d

CE/RW q
\

> VWL

All IT Services

Service Availability Overview 07 jul, 2015 10:24

& Service is operating normally () Performance issues i Service disruptionﬁlnformational message 7 No Information

Batch Services
& Batch
(}_‘ BOINC
Collaboration Services
& Conference Rooms
@ E-Mall
& Eduroam
& Lync
(3 Sharepoint
Computer Security Services
& Certificate Authority
& Single Sign On and Account
Management
Database Services
(3 Accelerator Database
Q Administration Database
) Database on Demand
(}_‘ Database Replication
(}_‘ Experiment Database
(3 General Purpose Database
Desktop Services
(}_‘ Linux Desktop
(}_‘ Windows Desktop

Development Services
f}_‘ Git
Q JIRA
(3 SVN
Document Management Services
Q‘ CDS
Engineering Software Services
Q Electronics Design Software
@ Mathematics Software
(3 Mechanical Design Software
GRID Services
& File Transfer
& GRID Compute Element
&) GRID Development
& GRID Information
Q‘ GRID Infrastructure Monitoring
? LFC
& MyProxy
Q VOoMSs
(3 WLCG Support
Infrastructure Application Services
f}_‘ Indico Event Application Support

Interactive Services

f}_‘ LXPLUS
& Windows Terminal Servers

IT Infrastructure Services

2 ACRON

(}_‘ Configuration Management
f}_‘ Load Balancing

Q Messaging

& Monitoring

& Server Provisioning

Network Services

& Campus Metwork

@ CIxp

& Datacenter Network

& MNetwork Database and Registration
& MNetwork for Projects and Experiments
& Technical Network

& WIFI

& WLCG Network

Printing Services

& Printing and Copying

Click here to hide/show the top banner
Click here to view the FAQ

Storage Services
Q AFS
{}_‘ Backup and Restore
Q CASTOR
& Ceph
@ CERNBOX
@& CVMFS
@ DFs
Q EOS
Telephone Services
& Fax
& Fixed Line Phone
Text and Media Services
& Alerter
& Bulletin
@ MultiMedia
Q‘ Public Information Display
Web Services
& AFS Web Hosting
& CERN Search
& Databases Applications
Q‘ Drupal
& 1IS Web Hosting
& Java Web Hosting

Q Twiki



HEP Computing

“Online” — Real time

HL

~100 kH

Funded as part of the detector

l~1 KHz

“Raw Data” ~ 1-10 GB/s

WLCG
Reconstruction Calibration Monte Carlo Simulations

H

Data analysis

Background

# events

Relevant quantity
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“Offline” - Asynchronous
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Tier

Online System

Bunch €rossing per 25 nsecs.

100 triggers per second
Event is ~1 MByte in size

~622

Workstations

MbITS/SeC

100 - 1000

MblTs/sec

Q0 MBytes/sec

Original LHC computing model ~1999

1 TIPS = 25,000 SpecInt95
PC (today) = 10-15 SpecInt95

Physicists work on analysis “channels”.

Each institute has ~10 physicists
working on one or more channels

Data for these channels should be
cached by the institute server




The Worldwide LHC Computing Grid

Tier-2 sites
(about 160)

Tier-0 (CERN): data - Hepdaiee ) nearly 170 sites,
recording, 40 countries
reconstruction and
distribution
~750k cores

Tier-1: ~985 PB of storage
permanent storage, re-
processing,
analysis e

> 2 million jobs/day
Tier-2:
Simulation,

10-100 Gb links
end-user analysis

WLCG:
An International collaboration to distribute and analyse LHC data
CERN ‘!’ Integrates computer centres worldwide that provide computing and storage
S WLEG resource into a$inglé Mivastidcture accessible by all LHC physicists



WLCG Collaboration

S ’L R I e
J ¥ X

63 MoU'’s
167 sites; 42 countries



CERN & Scientific collaborations

O CERN (accelerators) is the facility
= CERN budget funds the facility
= But other contributions to LHC etc construction
O LHC (and other) experiments are global collaborations, as
Is WLCG for computing
= CERN is one institute of many

= Funding is outside of CERN base funds — national contributions
to ATLAS, CMS, etc

Q Relationship and structure of the collaboration is subject of
MoU’s between CERN and the funding agencies for each
collaboration

CERN €
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The WLCG

Q Is a collaboration, bound by a Memorandum of
Understanding (MoU) between CERN and Funding
Agencies

= ~50 FA's today ... still adding more
a Specifies:
= Services and service levels of Tier 0, 1, 2
= Process for managing the collaboration
A Process to manage the resource requirement/pledges

= Yearly cycle, 3 year outlook
= Review by RRB (FA's), scrutiny group

CERN €
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Worldwide LHC Computing Gric - Organisation

Computing Resources

Review Board (C-RRB)

Scientific Review Collaboration Board

Funding agencies

Experiments & regional centres

I Resource Scrutiny
Group (C-RSG)

Overview Board

Architects Forum === Management Board g Grid Deployment Board

Co-ordination of common

P Co-ordination of Grid operations
!pphcahom

Management of the project

Physics

Applications
Software

Service & Support

Grid Deployment Computing Fabric

Activity area Activity area Activity area
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Data in 2016 - updated

Transfered Data Amount per Virtual Organization for WRITE Requests

Data Amount (TB)

12,500

2016: 49.4 PB LHC data/
58 PB all experiments/
73 PB total

=
=
a8

2
2
s

ALICE: 7.6PB
ATLAS: 17.4 PB
CMS: 16.0PB
LHCb: 8.5PB

Physics Data in CASTOR

180 PB on tape
800 M files

Transfered Data Amount per Virtual Organization for WRITE Requests

Data Amount (TB)

15,000

10,000

8

January
2016

Q 4+ i 9O

11 PB in July

March May July

L7

n | (181910

1800

030

CMS NETWORK USAGE (&/S)

CASTOROUt ~ CASTORIn @ EOSOut @ EOS In per Sm | (198784 hits

September




Data transfers
LHCOPN
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~180 M HSO06-days/month
~ 600 k cores continuous
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Total Traffic to/from Wigner

CERN (Tier 0) Facilities

-
q

-100 & 5

-200 G

————— o0
Thu 12:00 rri 00:00
Traffic from WIGNER to CERN
avg '3
| | B T-5YSTEMS 33,656
| ] MW GEANT-1 36.B5G
] B cERNT-Z 33.78G
/ / TOTAL 104.28G BG

Traf Traffic from CERN to WIGHER
AvVg Max Last Peak
A« B T-5YSTEMS 56,535 31.75G
o O cEaNT-1 57.26G 34.52G
o O cEanT-Z 57.01G 33.77G
| 7/ T /S TOTAL 171.206G 250.246 100.045 29%2.0%C

Last update: Fri rFeb 17 2017 10:0Z:00

& 2017-18/19

* Upgrade internal
networking
capacity

* Refresh tape
infrastructure

\\ WLCG TR GEAT #1 » Google Earths 19

2017:
o 225k cores - 325k
e 150 PB raw = 250 PB



The LHC timeline
New LHC / HL-LHC Plan

L.Rossi

L=2-3x103*
Pile-up~50-80

L=5x103%*
Pile-up~ 130-200

L=1.6x1034
Pile-up~30-45

L~7x1033
Pile-up~20-35

13-14 TeV g
injector upgrade Sto7x
splice consolidation 3PS cryogenics Point 4 nominal
8TeV button collimators cC dispersion mctg/gélm\gn HL-LHC installation luminosity
— R2E project suppression regions P
collimation “ﬁ‘
2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 II w
radiation
damage
2 x nominal luminosity )
nominal nominal luminosity || experimentupgrade
luminosity 75% | experiment beam pipes /_ phrase 1 experiment upgrade phase 2

T

CERN g
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LHC Upgrades

O Run 3: ALICE + LHCDb

LHCDb:
1 MHz - 40 MHz
ALICE:;

50 kHz event rate (75
GB/s) for 6
weeks/year

O Run4: CMS + ATLAS
upgrades

> WLCG

~10 kHz event rate
(today 1 kHz)

10-40 GB/s data rates

SKA; 16 May 2017

Integrated Pileup

L (fbl)  ATLAS+CM

S
Run 1 25 25
Run 2 100 40
Run 3 300 60
Run 4 +300/yr 140
This x5!

21



Evolution and challenges

- WLCG Grid - federated grid/cloud/other resources
« Reduce operational effort so that WLCG Tiers can be self supporting (no need
for external funds for operations)

- Enable the experiments to easily make use of opportunistic resources
(Grid) clusters, clouds, HPC, ...

O Challenges:

=  Huge increases in data volumes and processing needs
50 PBl/year in 2016 - >>1 EB/year in 2026
> x60 more CPU needs
Technology evolution not obvious
=  Software complexity and performance
Modern CPU architectures require significant software re-engineering

=  Must live within ~flat budgets

CERN @
\\ SKA; 16 May 2017 lan Bird 22
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Key Components of an evolved infrastructure

O Ageneral infrastructure and services (data stores, compute facilities,
networking, etc.);
. Associated services like AAA, security, base monitoring, operational support

. Needs to be capable of supporting different computing models and agile to
technology changes

Q “Software”: full stack from workflow and data management tools to
application level; Common tools, libraries, etc.;

. BUT: a set of optional tools, contributed, developed, maintained, by the
community;

. Common R&D and support tools (technology tracking, software tooling);
. This is essentially what the HSF is mandated to do.

Q A Steering group structure to organize and evolve the above —
mandated by e.g. ICFA

. Constituted from major global HENP facilities, experiments, observers (A-P)

(optional) processes
. e.g. WLCG for the LHC resource management, etc.

CERN @
- SKA; 16 May 2017 lan Bird 23
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Possible Model for future HL-LHC computing
infrastructure

Simulation resources

Archive at “AOD” level

Distribute

e v F 47, _a ! Y
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Storage and c@
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Cloud users:
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HSF Set up in response to recognition that

S Oftwa re software will be key to success for HL-LHC

and the future

The HEP Software Foundation (HSF) facilitates coordination and
commeon efforts in high energy physics (HEP) software and computing
internationally.

The HSF is now beginning community process to develop a consensus roadmap for HEP Software and Computing R&D for the 2020s. More infomation
about this can be found on the Community White Paper (CWP) page on the HSF site.

- - - -
Meetings Newsletter Activities
All our activities and ideas are discussed weekly If you would like to stay updated, please QOur plenty of activities span from our working
in our HSF meeting. Feel free to participate! subscribe to our newsletter: groups, organizing events to supporting projects

HSF projects, and ch li icati
+ HSF Weekly Meeting #71, November 3,2016 = Third HSF Workshop as HEF projects, and channeting communication
within the community with discussion forums,

» HSFWeekly Meeting #69, September 15, * Sharing ideas and code technical not dak \edge b.
2016 * HSF Newsletter - Logo Contest and Sennical notes and a knowlecge base.
* HSFWoeekly Meeting #68, September 8, Packaging Working Group How to get involved »
2016

Older newsletters »
Full list of meetings »

CERN 4
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Prototyping

QO Building a prototype data cloud/science cloud now would
also allow us to provide additional value-add services to
HEP

=  (Web-)FTS, cernbox, data archiving, DBOD, data preservation
(Zenodo) and open access platform

All of these “as-a-service”

= Could demonstrate to other sciences — to eventually contribute
to a science cloud

And then include other collaborative services (Indico, Vidyo, etc.)
= Leverages CERN’s & HEP key competencies and experience

A This would be a clear unique contribution of HEP to an
EOSC infrastructure ...

CERN €
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