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About CERN 

 CERN is the European Organization for Nuclear Research in 
Geneva
 Particle accelerators and other infrastructure for high energy 

physics (HEP) research

 Worldwide community

• 21 member states (+ 2 incoming members)

• Observers: Turkey, Russia, Japan, USA, India

• About 2300 staff

• >10’000 users (about 5’000 on-site)

• Budget ~1000 MCHF

 Birthplace of  the World Wide Web



Science is more and more global
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Tools: LHC and Detectors

Exploration of a new energy frontier
in p-p and Pb-Pb collisions 

LHC ring:
27 km circumference

CMS

ALICE

LHCb

ATLAS

General Purpose,

proton-proton,  heavy ions

Discovery of new physics: 

Higgs, SuperSymmetry

pp, B-Physics, CP Violation

(matter-antimatter symmetry)

Heavy ions, pp

(state of matter of early universe)
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The CERN organisational and management structure

 Four sectors: each sector comprises several departments and/or units and is led by a Director 

 The Director General and the four Directors form the Directorate

 The Enlarged Directorate brings together the Directorate, Department Heads and Head of HSE

As presented to

Council 17/9/2015 DG office:
Marie-Claude Pelloux

Nicoletta Barzaghini
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All IT Services

SKA; 16 May 2017 Ian Bird 8



“Offline” - Asynchronous

HEP Computing
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L1 

Trigger 

(HW)

HL 

Trigger 

(SW)

~40 MHz

~100 kHz

~1 kHz

~ PB/s “Online” – Real time
Funded as part of the detector

“Raw Data” ~ 1-10 GB/sWLCG



Original LHC computing model ~1999
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Tier2 Center 
~1 TIPS

Online System

Offline Farm
~20 TIPS

CERN Computer 
Center

Fermilab
~4 TIPS

France Regional 
Center 

Italy Regional 
Center 

Germany Regional 
Center 

Institut
e

Institut
e

Institut
e

Institute 
~0.25TIPS

Workstations

~100 MBytes/sec

~100 MBytes/sec

~2.4 Gbits/sec

100 - 1000 
Mbits/sec

Bunch crossing per 25 nsecs.
100 triggers per second
Event is ~1 MByte in size

Physicists work on analysis “channels”.

Each institute has ~10 physicists 
working on one or more channels

Data for these channels should be 
cached by the institute server

Physics data cache

~PBytes/sec

~622 
Mbits/sec                                      

or Air Freight

Tier2 Center 
~1 TIPS

Tier2 Center 
~1 TIPS

Tier2 Center 
~1 TIPS

~622 Mbits/sec

Tier 

0
Tier 

1

Tier 

3

Tier 

4

1 TIPS = 25,000 SpecInt95

PC (today) = 10-15 SpecInt95

Tier2 Center 
~1 TIPS

Tier 

2



The Worldwide LHC Computing Grid

Tier-1: 
permanent storage, re-

processing, 

analysis

Tier-0 (CERN): data 

recording, 

reconstruction and 

distribution

Tier-2: 
Simulation,

end-user analysis

> 2 million jobs/day

~750k cores

~985 PB of storage

nearly 170 sites, 

40 countries

10-100 Gb links

WLCG:

An International collaboration to distribute and analyse LHC data

Integrates computer centres worldwide that provide computing and storage 

resource into a single infrastructure accessible by all LHC physicistsSKA; 16 May 2017 Ian Bird 11



WLCG Collaboration
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April 2017:
- 63 MoU’s

- 167 sites; 42 countries



CERN & Scientific collaborations
 CERN (accelerators) is the facility

 CERN budget funds the facility

 But other contributions to LHC etc construction

 LHC (and other) experiments are global collaborations, as 
is WLCG for computing
 CERN is one institute of many

 Funding is outside of CERN base funds – national contributions 
to ATLAS, CMS, etc

 Relationship and structure of the collaboration is subject of 
MoU’s between CERN and the funding agencies for each 
collaboration
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The WLCG
 Is a collaboration, bound by a Memorandum of 

Understanding (MoU) between CERN and Funding 
Agencies
 ~50 FA’s today … still adding more

 Specifies:
 Services and service levels of Tier 0, 1, 2

 Process for managing the collaboration

 Process to manage the resource requirement/pledges
 Yearly cycle, 3 year outlook

 Review by RRB (FA’s), scrutiny group 
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Data in 2016 - updated
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2016: 49.4 PB LHC data/ 

58 PB all experiments/

73 PB total

ALICE:    7.6 PB

ATLAS: 17.4 PB

CMS:    16.0 PB

LHCb:     8.5 PB

180 PB on tape

800 M files

11 PB in July



Data transfers
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Asia North 
America

South 
America

Europe



CPU Delivered

SKA; 16 May 2017 Ian Bird 18

0

20

40

60

80

100

120

140

160

180

2
0
1
0
	J
a
n

2
0
1
0
	M

a
r

2
0
1
0
	M

a
y

2
0
1
0
	J
u
l

2
0
1
0
	S
e
p

2
0
1
0
	N
o
v

2
0
1
1
	J
a
n

2
0
1
1
	M

a
r

2
0
1
1
	M

a
y

2
0
1
1
	J
u
l

2
0
1
1
	S
e
p

2
0
1
1
	N
o
v

2
0
1
2
	J
a
n

2
0
1
2
	M

a
r

2
0
1
2
	M

a
y

2
0
1
2
	J
u
l

2
0
1
2
	S
e
p

2
0
1
2
	N
o
v

2
0
1
3
	J
a
n

2
0
1
3
	M

a
r

2
0
1
3
	M

a
y

2
0
1
3
	J
u
l

2
0
1
3
	S
e
p

2
0
1
3
	N
o
v

2
0
1
4
	J
a
n

2
0
1
4
	M

a
r

2
0
1
4
	M

a
y

2
0
1
4
	J
u
l

2
0
1
4
	S
e
p

2
0
1
4
	N
o
v

2
0
1
5
	J
a
n

2
0
1
5
	M

a
r

2
0
1
5
	M

a
y

2
0
1
5
	J
u
l

2
0
1
5
	S
e
p

2
0
1
5
	N
o
v

2
0
1
6
	J
a
n

2
0
1
6
	M

a
r

2
0
1
6
	M

a
y

2
0
1
6
	J
u
l

2
0
1
6
	S
e
p

2
0
1
6
	N
o
v

2
0
1
7
	J
a
n

2
0
1
7
	M

a
r

M
il
li
o
n
	H
S0
6-
d
ay
s

CPU	Delivered:	HS06-days/month

ALICE ATLAS CMS LHCb

New peak: ~180 M HS06-days/month

~ 600 k cores continuous

2016 Pledge

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2016	Apr 2016	May 2016	Jun 2016	Jul 2016	Aug 2016	Sep 2016	Oct 2016	Nov 2016	Dec 2017	Jan 2017	Feb 2017	Mar

Tier	0/1	Pledge	use

ALICE ATLAS CMS LHCb

0

0.5

1

1.5

2

2.5

3

2016	Apr 2016	May 2016	Jun 2016	Jul 2016	Aug 2016	Sep 2016	Oct 2016	Nov 2016	Dec 2017	Jan 2017	Feb 2017	Mar

Tier	2	Pledge	use

ALICE ATLAS CMS LHCb



CERN (Tier 0) Facilities
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2017:

• 225k cores  325k

• 150 PB raw  250 PB

2017-18/19
• Upgrade internal 

networking 

capacity

• Refresh tape 

infrastructure



The LHC timeline

L~7x1033

Pile-up~20-35

L=1.6x1034

Pile-up~30-45

L=2-3x1034

Pile-up~50-80 
L=5x1034

Pile-up~ 130-200

L.Rossi
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LHC Upgrades
 Run 3: ALICE + LHCb

 LHCb:
• 1 MHz  40 MHz

 ALICE:
• 50 kHz event rate (75 

GB/s) for 6 
weeks/year

 Run 4: CMS + ATLAS 
upgrades
 ~10 kHz event rate 

(today 1 kHz)

 10-40 GB/s data rates

Integrated

L (fb-1)

Pileup

ATLAS+CM

S

Run 1 25 25

Run 2 100 40

Run 3 300 60

Run 4 +300/yr 140

This x5!
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Evolution and challenges
• WLCG Grid  federated grid/cloud/other resources

• Reduce operational effort so that WLCG Tiers can be self supporting (no need 
for external funds for operations) 

• Enable the experiments to easily make use of opportunistic resources
• (Grid) clusters, clouds, HPC, …

 Challenges:
 Huge increases in data volumes and processing needs

• 50 PB/year in 2016  >>1 EB/year in 2026
• > x60 more CPU needs
• Technology evolution not obvious

 Software complexity and performance
• Modern CPU architectures require significant software re-engineering

 Must live within ~flat budgets
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Key Components of an evolved infrastructure
 A general infrastructure and services (data stores, compute facilities, 

networking, etc.); 
 Associated services like AAA, security, base monitoring, operational support

 Needs to be capable of supporting different computing models and agile to 
technology changes

 “Software”: full stack from workflow and data management tools to 
application level; Common tools, libraries, etc.; 
 BUT: a set of optional tools, contributed, developed, maintained, by the 

community;

 Common R&D and support tools (technology tracking, software tooling);

 This is essentially what the HSF is mandated to do.

 A Steering group structure to organize and evolve the above –
mandated by e.g. ICFA
 Constituted from major global HENP facilities, experiments, observers (A-P)

 Experiment/facility-specific (optional) processes
 e.g. WLCG for the LHC resource management, etc.
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Reconstruction facility
(calibration, alignment, 

reconstruction)

ATLAS

HLT

CMS 

HLT
LHCb

HLT

ALICE

O2
turbo

Archive at “AOD” level

Distribute

LHC Data cloud
Storage and compute

1-10 Tb/s

DC

DC DC
Compute

Compute

Simulation resources

Cloud users:

Analysis

Possible Model for future HL-LHC computing 

infrastructure
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Software
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HSF Set up in response to recognition that 

software will be key to success for HL-LHC 

and the future



Prototyping
 Building a prototype data cloud/science cloud now would 

also allow us to provide additional value-add services to 
HEP
 (Web-)FTS, cernbox, data archiving, DBOD,  data preservation 

(Zenodo) and open access platform
• All of these “as-a-service”

 Could demonstrate to other sciences – to eventually contribute 
to a science cloud 

• And then include other collaborative services (Indico, Vidyo, etc.)

 Leverages CERN’s & HEP key competencies and experience

 This would be a clear unique contribution of HEP to an 
EOSC infrastructure …
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