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Outline

• MMHT PDFs, a (brief) introduction:

‣ Parameterisation.
‣ Data sets.
‣ Theory input, error treatment…

• PDF sets and current uncertainties.

• PDF moments and Gottfried sum rule violation.

• Outlook.
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2
Z)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available
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• Available in LHAPDF 5 and 6 and at 

MMHT14 PDFs

http://www.hep.ucl.ac.uk/mmht

where standalone code Fortran code, C++ wrapper, and mathematica 
implementations are also available.
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• Global PDF set building on earlier MSTW framework.
• MMHT14: latest version, available up to NNLO, for different flavour 
schemes and heavy quark masses.
• Subsequent unofficial fits performed with e.g. final HERA data set, 
and further LHC data.



MMHT: parameterisation
• The 6 light         flavour and gluon are parametrised in terms of the 
combinations        uV , dV , S = 2(u+ d) + s+ s, s+ s, s� s, d� u, g

q/q

• Now parameterised in terms of Chebyshev Polynomials:

i.e. 7 free parameters.

xf(x,Q2
0) = A(1� x)⌘x�

 
1 +

4X

i=1

aiTi(1�
p
x)

!

•        - low(high)   . Classic form due to general theory expectations.
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Figure 1: Behaviour of Chebyshev polynomials Ti[y(x)] of order i = 0 to 5 as a function of x
for di↵erent arguments for the expansion variable. The order of the polynomial increases as the
structure extends to smaller x values. The order of the polynomial also increases across the
visible spectrum (i.e. dark blue to red).

method, and since there was little change in the results, it was concluded that the eigenvector
approach was justified and would continue to be used in our PDF analyses.3 Nevertheless, there
was some evidence that an extended parameterisation might lead to some di↵erences in the
PDFs of the valence quarks. Hence, we start by investigating this hypothesis.

For valence and sea quarks the default MSTW parameterisation for the input at Q2

0

= 1 GeV2

was taken to be
xf(x,Q2

0

) = A(1� x)⌘x�(1 + ✏x

0.5 + �x). (1)

The (1� x) power, ⌘, allows a smooth interpolation to zero as x ! 1 and is inspired by number
counting rules. The single small-x power, �, is inspired by the behaviour predicted by Regge
theory at small x. We found long ago that, first at NNLO [19], and also with improved data at
NLO [20], that two terms with di↵erent small x powers were needed for the gluon distribution
to give the best fit. For the gluon the parameterisation is

xg(x,Q2

0

) = Ag(1� x)⌘gx�g(1 + ✏gx
0.5 + �gx) + Ag0(1� x)⌘g0x�g0

. (2)

The input parameterisations for some other distributions, d̄� ū and s� s̄, take slightly di↵erent
forms, but these are not very precisely determined, and we will not consider changes to these in
this article. Similarly, as previously, s + s̄ is taken to be the same as the sea parameterisation
except for the normalisation and (1�x) power, which are left free. The polynomials, interpolating
between the high-x and low-x limits, have no real motivation other than the separation of half-
integer powers being again inspired by Regge theory, and the two free parameters seeming to be
su�cient to obtain an optimum fit. An investigation of introducing either an extra parameter
of the form ax

2 or ax

0.25 into the valence quark parameterisation was reported very briefly in
[12] since neither had a significant e↵ect on the fit quality – at best they gave ��

2 = �4.
However, the introduction of an ax

2 term did change the small-x uV distribution a little outside
its uncertainty, and hence, as with the Monte Carlo study, suggests the uncertainty on this PDF,
in the range x < 0.03, is underestimated.

3It was, however, shown how an arbitrary number of Monte Carlo sets of PDFs could be generated starting
with the eigenvector definition.
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• ‘Standard’ historical form for PDF at                     :

• Complete freedom in intermediate        terms. In light of LHC         
data, earlier form not sufficiently flexible.

Q0 = 1GeV

A.D. Martin et al., Eur.Phys.J. C73 
(2013) no.2, 2318. arXiv:1211.1215
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Figure 1: Behaviour of Chebyshev polynomials Ti[y(x)] of order i = 0 to 5 as a function of x
for di↵erent arguments for the expansion variable. The order of the polynomial increases as the
structure extends to smaller x values. The order of the polynomial also increases across the
visible spectrum (i.e. dark blue to red).

method, and since there was little change in the results, it was concluded that the eigenvector
approach was justified and would continue to be used in our PDF analyses.3 Nevertheless, there
was some evidence that an extended parameterisation might lead to some di↵erences in the
PDFs of the valence quarks. Hence, we start by investigating this hypothesis.

For valence and sea quarks the default MSTW parameterisation for the input at Q2

0

= 1 GeV2

was taken to be
xf(x,Q2

0

) = A(1� x)⌘x�(1 + ✏x

0.5 + �x). (1)

The (1� x) power, ⌘, allows a smooth interpolation to zero as x ! 1 and is inspired by number
counting rules. The single small-x power, �, is inspired by the behaviour predicted by Regge
theory at small x. We found long ago that, first at NNLO [19], and also with improved data at
NLO [20], that two terms with di↵erent small x powers were needed for the gluon distribution
to give the best fit. For the gluon the parameterisation is

xg(x,Q2

0

) = Ag(1� x)⌘gx�g(1 + ✏gx
0.5 + �gx) + Ag0(1� x)⌘g0x�g0

. (2)

The input parameterisations for some other distributions, d̄� ū and s� s̄, take slightly di↵erent
forms, but these are not very precisely determined, and we will not consider changes to these in
this article. Similarly, as previously, s + s̄ is taken to be the same as the sea parameterisation
except for the normalisation and (1�x) power, which are left free. The polynomials, interpolating
between the high-x and low-x limits, have no real motivation other than the separation of half-
integer powers being again inspired by Regge theory, and the two free parameters seeming to be
su�cient to obtain an optimum fit. An investigation of introducing either an extra parameter
of the form ax

2 or ax

0.25 into the valence quark parameterisation was reported very briefly in
[12] since neither had a significant e↵ect on the fit quality – at best they gave ��

2 = �4.
However, the introduction of an ax

2 term did change the small-x uV distribution a little outside
its uncertainty, and hence, as with the Monte Carlo study, suggests the uncertainty on this PDF,
in the range x < 0.03, is underestimated.

3It was, however, shown how an arbitrary number of Monte Carlo sets of PDFs could be generated starting
with the eigenvector definition.
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MMHT: parameterisation

• Number of parameters driven by data considerations, e.g. Chebyshev 
form first taken for               due to difficulty describing LHC      data.
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Figure 20: The improvement in the fit quality of the ATLAS lepton asymmetry data for pT >

20 GeV (and missing transverse energy 6E⌫
T> 25 GeV) [17], in going from the original MSTW2008

! MSTW2008CP ! MSTW2008CPdeut sets of partons. All three parton sets are obtained by
fitting to exactly the same (pre-LHC) data set.

the MSTW2008CPdeut PDFs is simply due to the removal of the significant small-x shadowing
deuteron correction in the default MSTW2008 extraction – recall that our freely determined
deuteron correction is extremely small for x ⇠ 0.02. The uncertainty band for the prediction
for MSTW2008CP is very similar to that for MSTW2008. The extended parameterisation
has changed the average value of uV � dV far more than it a↵ects the nominal uncertainty.
The uncertainty band for MSTW2008CPdeut is a little bigger, reflecting the extra uncertainty
introduced by having a varying deuteron correction.

We also examine the e↵ect of the W and Z rapidity data on the MSTW2008CP and
MSTW2008CPdeut PDFs by looking at the eigenvector sensitivity and using the reweighting

procedure. The change in �

2 for each of the eigenvectors of the MSTW2008CP set is shown in
Fig. 22. The dominant eigenvector, number 12, is still mainly to do with the gluon, but some vari-
ation of the strange quark is mixed in. The situation is very similar for the MSTW2008CPdeut
set. Hence, we still obtain a small e↵ect on the gluon distribution similar to that for MSTW2008
shown in the lower of Fig. 17. However, even with the modified sets there are still some
small changes required for the uV � dV distribution, as shown in Fig. 23. After reweighting
the fit quality improves to �

2

/N

pts. = 39.5/30 for MSTW2008CP and �

2

/N

pts. = 38.5/30 for
MSTW2008CPdeut. Note however, that the e↵ective number of PDFs is far greater than in
the case for MSTW2008, showing the increased compatibility of the data and the PDFs. Even
though some of the eigenvectors that show an improved fit to the data are those with a larger
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uV � dV

• Less constrained PDFs - simpler forms:

‣            /            : ‘historical-type’ forms 
with 3/4 free parameters.
‣           : low    power fixed assuming        
‣    : increased flexibility demanded by e.g. 
DIS data. 8 free parameters.

• 4 constraints from sum rules        37 free PDF parameters in total.)
• Heavy (      ) quark PDFs generated entirely from DGLAP evolution         
(            emission). No intrinsic charm.

s+ s x

g

s� s d� u

the shape at very low x is very quickly washed out. Hence, we choose to assume that this

universality in the very low x shape is already evident at input. For s+ we also set the third

and fourth Chebyshev polynomials to be the same as for the light sea, as there is not enough

data which can constrain the strange quark, while leaving all four parameters in the polynomial

free leads to instabilities.

We still have to specify the parameterisations of the gluon and of the di↵erences d̄� ū and

s� s̄. For the parameterisation of � ⌘ d̄� ū we set ⌘� = ⌘S + 2, and use a parameterisation

x�(x,Q2
0) = A�(1� x)⌘�x�

�

�
1 + ��x+ ✏�x

2
�
. (3)

The (poorly determined) strange quark di↵erence is taken to have a simpler input form than

that in (1). That is

s� ⌘ x(s� s̄) = A�(1� x)⌘�x��(1� x/x0) (4)

where A�, �� and ⌘� are treated as free parameters, and where the final factor in (4) allows

us to satisfy the third number sum rule given in (6) below, i.e. x0 is a crossing point. Finally,

it was found long ago [18], that the global fit was considerably improved by allowing the gluon

distribution to have a second term with a di↵erent small x power

xg(x,Q2
0) = Ag(1� x)⌘gx�g

 
1 +

2X

i=1

ag,iT
Ch
i (y(x))

!
+ Ag0(1� x)⌘g0x�g0 , (5)

where ⌘g0 is quite large, and concentrates the e↵ect of this term towards small x. This means

the gluon has 7 free parameters (Ag being constrained by the momentum sum rule), which

would be equivalent to using 5 Chebyshev polynomials if the second term were absent.

The choice k = 0.5, giving y = 1 � 2
p
x in (1), was found to be preferable in the detailed

study presented in [11]. It has the feature that it is equivalent to a polynomial in
p
x, the same

as the default MSTW parameterisation. The half-integer separation of terms is consistent with

the Regge motivation of the MSTW parameterisation. The optimum order of the Chebyshev

polynomials used for the various PDFs is explored in the fit. It generally turns out to be

n = 4 or 5. The advantage of using a parameterisation based on Chebyshev polynomials is the

stability and good convergence of the values found for the coe�cients ai.

The input PDFs are subject to three constraints from the number sum rules

Z 1

0

dx uV (x,Q
2
0) = 2,

Z 1

0

dx dV (x,Q
2
0) = 1,

Z 1

0

dx (s(x,Q2
0)� s̄(x,Q2

0)) = 0, (6)

together with the momentum sum rule

Z 1

0

dx x
⇥
uV (x,Q

2
0) + dV (x,Q

2
0) + S(x,Q2

0) + g(x,Q2
0)
⇤

= 1. (7)

We use these four constraints to fix Ag, Au, Ad and x0 in terms of the other parameters. In
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Figure 12: The upper and lower plots show the value of ↵S(M2
Z) corresponding to the best fit,

together with the upper and lower 1� constraints on ↵S(M2
Z) from the more constraining data sets

at NLO and NNLO respectively.
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MMHT: uncertainties
‣ Use Hessian method. Standard                 error setting appropriate when fitting 

consistent data sets, with gaussian errors and well-defined theory.
‣ Not the case here       use weaker hypothesis testing criteria.
‣ ‘Dynamical Tolerance’: set uncertainties on each parameter by requiring that 

every data set is described within its (suitably rescaled) 68% CL.

��2 + 1

)



MMHT: strong coupling
• By default, allow       ( + uncertainty) to be determined by fit alone. 
Find result consistent with world average, e.g. for MMHT14:

↵S

LCTS/2015-17

IPPP/15/33

DCPT/15/66

October 20, 2015

Uncertainties on ↵

S

in the MMHT2014 global PDF

analysis and implications for SM predictions

L. A. Harland-Langa, A. D. Martinb, P. Motylinskia and R.S. Thornea

a Department of Physics and Astronomy, University College London, WC1E 6BT, UK
b Institute for Particle Physics Phenomenology, Durham University, DH1 3LE, UK

Abstract

We investigate the uncertainty in the strong coupling ↵S(M2
Z) when allowing it to be a free

parameter in the recent MMHT global analyses of deep-inelastic and related hard scat-

tering data that was undertaken to determine the parton distribution functions (PDFs)

of the proton. The analysis uses the standard framework of leading twist fixed–order

collinear factorisation in the MS scheme. We study the constraints on ↵S(M2
Z) coming

from individual data sets by repeating the NNLO and NLO fits spanning the range 0.108

to 0.128 in units of 0.001, making all PDFs sets available. The inclusion of the cross sec-

tion for inclusive tt̄ production allows us to explore the correlation between the mass mt of

the top quark and ↵S(M2
Z). We find that the best fit values are ↵S(M2

Z) = 0.1201±0.0015

and 0.1172± 0.0013 at NLO and NNLO respectively, with the central values changing to

↵S(M2
Z) = 0.1195 and 0.1178 when the world average of ↵S(M2

Z) is used as a data point.

We investigate the interplay between the uncertainties on ↵S(M2
Z) and on the PDFs. In

particular we calculate the cross sections for key processes at the LHC and show how the

uncertainties from the PDFs and from ↵S(M2
Z) can be provided independently and be

combined.

1 Introduction

There has been a continual improvement in the precision and in the variety of the data for

deep–inelastic and related hard–scattering processes. Noteworthy additions in the years since
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Figure 2: The upper and lower plots show total �2 as a function of the value of the parameter
↵S(M2

Z) for the NLO and NNLO MMHT2014 fits, respectively.

the �

2 increases by 17.5 units from the best fit value. In [4] we also made available PDF sets

corresponding to the best fit for ↵S(M2
Z) values ±0.001 relative to the default values in order

for users to determine the ↵S(M2
Z)–uncertainty in predictions if so desired. We will return to

the issue of PDF+↵S(M2
Z) uncertainty later.

Before we continue we should specify how the running of ↵S(Q2) is treated. There is

more than one definition of the coupling commonly used in QCD phenomenology. Although

the various prescriptions are all formally equivalent since they di↵er only at higher orders,

numerical di↵erences of the order of up to 1% can occur. We use the definition based on the

full solution of the renormalisation group equation, in MS scheme, at the appropriate order,

with boundary condition defined by the value of ↵S(M2
Z). This is identical to the definition

in public codes such as pegasus [10] and hoppet [11], and is now e↵ectively the standard in

PDF analyses.1 It di↵ers, for example, from solutions to the renormalisation group equations

truncated at a particular order.

1In MS scheme this involves discontinuities at flavour transition points at NNLO. For a suggestion for a
smooth transition in a physical scheme see [12].

4

• More recent HERA + LHC data tends to pull this up towards 0.118.

� PDF unc. ↵S unc.

Higgs Tevatron (1.96 TeV) 0.625 +0.022
�0.019

�
+3.5%
�3.0%

�
+0.0096
�0.0086

�
+1.5%
�1.4%

�

Higgs LHC (7 TeV) 11.00 +0.21
�0.19

�
+1.9%
�1.7%

�
+0.15
�0.14

�
+1.4%
�1.3%

�

Higgs LHC (14 TeV) 36.61 +0.65
�0.56

�
+1.8%
�1.5%

�
+0.51
�0.50

�
+1.4%
�1.4%

�

Table 5: Predictions for Higgs Boson cross sections (in nb), obtained with the NLO MMHT 2014
parton sets.The PDF and ↵s are shown, with the ↵s uncertainty corresponding to a variation of
±0.001 around the central value (↵S(M2

Z) = 0.118). The full PDF+↵S(M2
Z) uncertainty is obtained

by adding these two uncertainties in quadrature, as explained in Section 5.

8 Conclusions

The PDFs determined from global fits to deep–inelastic and related hard–scattering data are

highly correlated to the value of ↵S(M2
Z) used, and any changes in the values of ↵S(M2

Z) must

be accompanied by changes in the PDFs such that the optimum fit to data is still obtained.

In [4] we produced PDF and uncertainty eigenvector sets for specific values of ↵S(M2
Z), guided

by the values obtained when it was left as a free parameter in the fit. In this article we explicitly

present PDF sets and the global fit quality at NLO and NNLO for a wide variety of ↵S(M2
Z)

values, i.e. ↵S(M2
Z) = 0.108 to ↵S(M2

Z) = 0.128 in steps of �↵S(M2
Z) = 0.001. Hence, we

illustrate in more detail the origin of our best fit ↵S(M2
Z) values of

NLO: ↵S(M
2
Z) = 0.1201± 0.0015 (68% C.L.), (7)

NNLO: ↵S(M
2
Z) = 0.1172± 0.0013 (68% C.L.), (8)

already presented in [4], but also present the uncertainties. We show the variation of the fit

quality with ↵S(M2
Z) of each data set, within the context of the global fit, and see which are the

more and less constraining sets, and which prefer higher and lower values. We see that most

data sets show a systematic trend of preferring a slightly lower ↵S(M2
Z) value at NNLO than at

NLO, but note that no particular type of data strongly prefers a high or low value of ↵S(M2
Z).

HERA and Tevatron data tend to prefer higher values, but are not the most constraining data.

There are examples of fixed target DIS data which prefer either high or low values and similarly

for the LHC data sets, which are new compared to our previous analysis [13]. Indeed our best

values of ↵S(M2
Z) are almost unchanged from ↵S(M2

Z) = 0.1202 (NLO) and ↵S(M2
Z) = 0.1171

(NNLO). They are also very similar to the values obtained by NNPDF of ↵S(M2
Z) = 0.1191

(NLO)[23] and ↵S(M2
Z) = 0.1173 (NNLO) [24]. However, our extraction disagrees with the

recent value ↵S(M2
Z) = 0.1132 (NNLO) in [25]. We find agreement at the level of one sigma

or less with the world average value of ↵S(M2
Z) = 0.1187± 0.0005, and this improves when we

include the world average (without the DIS determinations included) as a data point in our fit,

when we obtain ↵S(M2
Z) = 0.1195 (NLO) and ↵S(M2

Z) = 0.1178 (NNLO). Hence, our NNLO

27

• Also try adding in world average as data point. Impact on PDFs small.

↵w.a.
S (M2

Z) = 0.1181± 0.0011

arXiv:1506.05682



MMHT: data sets
• Global fit       range of (                  ) collider and fixed-target data 
included. Aim to constrain PDFs as much as possible.

) pp, pp, ep

• MMHT14 - range of data sets, including:
‣ Hera charged and neutral current, heavy quark structure functions.

‣ Fixed nuclear target with neutrino beams.

‣ Fixed proton/deuteron target structure function data.

‣ Tevatron collider - jets,            production.

‣ First LHC data -                  .W , Z, tt

W , Z



Post-MMHT14 fits

• In 2015 final HERA combined Run-I + II data set released. Study of 
1601.03413: lead to some reduction in MMHT14 uncertainties. Not 
enough to justify new release.

MMHT2014 PDFs. These are very similar to MMHT2014 in most features. The most obvious

improvement from the inclusion of the new HERA data is to the gluon for x < 0.01. There is

also a slight improvement in some places for the valence quarks, but the additional constraint

supplied by much improved charged current data is overwhelmed by the constraint of valence

quark PDFs from other data in the global fit. While the improvements generally appear to be

quite moderate, in fact when benchmark cross section predictions are considered, the e↵ect of

the HERA combined data in reducing the corresponding PDF uncertainties becomes somewhat

clearer; we consider this in the following section.

x

�10

�5

0

5

10

0.0001 0.001 0.01 0.1

Gluon (NNLO), percentage errors at Q

2 = 104GeV2

x

MMHT2014

MMHT2014 (HERA global)

Figure 3: Comparison between the up and down valence, gluon and light quark sea distributions at
Q

2 = 104 GeV2 for the MMHT2014 set and the corresponding uncertainties and the fit including
the HERA combined data set with their corresponding uncertainties.

4 E↵ect on benchmark cross sections

In Table 2 we show NNLO predictions for benchmark W,Z, Higgs and tt cross sections at a

range of collider energies, for the standard MMHT14 PDF set, and for the result of the same

fit, but including the HERA combined data.

To calculate the cross section we use the same procedure as was used in [2]. That is, for

W,Z and Higgs production we use the code provided by W.J. Stirling, based on the calculation

7
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The impact of the final HERA combined data

on PDFs obtained from a global fit

L. A. Harland-Langa, A. D. Martinb, P. Motylinskia and R.S. Thornea

a Department of Physics and Astronomy, University College London, WC1E 6BT, UK
b Institute for Particle Physics Phenomenology, Durham University, DH1 3LE, UK

Abstract

We investigate the e↵ect of including the HERA run I + II combined cross section data

on the MMHT2014 PDFs. We present the fit quality within the context of the global

fit and when only the HERA data are included. We examine the changes in both the

central values and uncertainties in the PDFs. We find that the prediction for the data is

good, and only relatively small improvements in �

2 and changes in the PDFs are obtained

with a refit at both NLO and NNLO. PDF uncertainties are slightly reduced. There is

a small dependence of the fit quality on the value of Q2
min. This can be improved by

phenomenologically motived corrections to FL(x,Q2) which parametrically are largely in

the form of higher–twist type contributions.

1 Introduction

The MSTW2008 PDFs [1] have been widely used in the analyses of hadron collider data. They

were recently updated with an analysis performed in the same general framework, resulting in

the the MMHT2014 PDFs [2], and accompany recent updates by other groups [3, 4, 5, 6], with

the CT, MMHT and NNPDF sets having been combined in an updated PDF4LHC recommen-

dation [7]. The MMHT 2014 PDFs were an improvement to the MSTW 2008 PDFs partially

due to a number of developments in the procedures employed in the analysis. For example,

we now use modified and extended parameterisations for the PDFs based on Chebyshev poly-

nomials, and we allow freedom in the deuteron nuclear corrections, both these features being

1
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Post-MMHT14 fits
• Much experimental progress from the LHC: increasingly precise data 
available (          over wide range of    , jet production…). Unofficial 
MMHT (2016 fit) performed to range of new such data.
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• LHC data precision keeps improving, e.g. new ATLAS          data. First 
look: impact dramatic (see later).
• All to be included in updated fit in intermediate future.

W, Z



PDFs: current uncertainties



�40

�20
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20

40

0.001 0.01 0.1

Gluon (NNLO), percentage errors at Q

2 = 2GeV2

x

MMHT2014

MMHT (2016 fit)

• Low x :
‣ Uncertainties large. Little constraint.
‣ Future: Possibilities with heavy meson production.

• Mid x:
‣ Uncertainties low as           . Constraints from HERA.
‣ Future: LHC jets,     (differential),          , isolated photon…

⇠ 5%

• High x:
‣ Currently uncertainties    as      . Constraints from Tevatron 
jets, fixed target DIS, LHC    , sum rule.
‣ Future: LHC jets,     (differential),          , isolated photon…

"
x "

tt

tt Z p?

. 10�3

10�3 . x . 10�1

& 0.1

tt Z p?
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0.0001 0.001 0.01 0.1

Down quark (NNLO), percentage errors at Q

2 = 2GeV2

x

MMHT2014

MMHT (2016 fit)

• Low x :
‣ Uncertainties              . Constraint from HERA.

• Mid x: ‣ Uncertainties low as           . Constraints from HERA, LHC DY.⇠ 5%

• High x: ‣ Currently uncertainties            until              . Constraints from HERA, 
fixed (deuterium) target, LHC          .

. 10�3

10�3 . x . 10�1

& 0.1

⇠ 10%

⇠ 5% x ⇠ 0.4

W, Z

Up quark: similar picture
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0.0001 0.001 0.01 0.1

Down anti-quark (NNLO), percentage errors at Q

2 = 2GeV2

x

MMHT2014

MMHT (2016 fit)

• Low x : ‣ Uncertainties              . Constraint from HERA, LHC 
DY.

• Mid x:
‣ Uncertainties low as           . Constraints from HERA, LHC DY.⇠ 5%

• High x: ‣ Currently uncertainties            until              . Constraints from fixed 
target DY, LHC          .

. 10�3

10�3 . x . 10�1

& 0.1

⇠ 10%

⇠ 5% x ⇠ 0.4

W, Z

Up anti-quark: similar picture
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x(uV � dV ) (NNLO), percentage errors at Q

2 = 2GeV2

x

MMHT2014

MMHT (2016 fit)

• Low x :
‣ Uncertainties                  . Constraint largely from number sum rule.

• Mid x: ‣ Uncertainties                    . Constraints from LHC      asymmetry.

• High x: ‣ Currently uncertainties            until              . Constraints from 
Tevatron/LHC      asymmetry, fixed target, neutrino DIS.

. 10�3

10�3 . x . 10�1

& 0.1

⇠ 5%

⇠ 30� 40%

⇠ 5� 30% W
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x(s+ s) (NNLO), percentage errors at Q

2 = 2GeV2
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MMHT (2016 fit)

• Low x : ‣ Uncertainties                  . Constraints from HERA and               
assumption.
‣ Future: LHC low mass DY.

• Mid, High x: ‣ Uncertainties                    . Constraints from neutrino beam charm 
production, LHC             and           .
‣ Future: LHC              and           .    

. 10�3

10�3 . x . 10�1

⇠ 30� 40%

⇠ 30� 40%

W + c W, Z
W + c W, Z& 0.1
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x(d� u) (NNLO), percentage di↵erence at Q
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• Recent work on more adaptive parameterisation show qualitatively similar 
results. Potential for more realistic uncertainties as        , but no big changes found.

• Mid, High x: ‣ Uncertainties                . Constraints from fixed target DY, Tevatron 
and LHC            .10�3 . x . 10�1

W, Z
& 0.1

⇠ 10%

• Low x : ‣ Uncertainties driven to large extent by parameterisation constraints 
(Regge behaviour).        . 10�3

x #



PDFs: moments



MMHT: moments (1)

• Common observable: hxnif (µ
2) =

Z
dx f(x, µ2) · xn

in particular isovector momentum fraction            . What do we find?          hxiu�d

MSTW08 MMHT14 MMHT (2016) hxi

hxiu�d 0.1533+2.9%
�2.1%

0.1509+3.5%
�2.6%

0.1522+3.4%
�2.7% 0.1

• The average     contributing to this moment is          :  

• Earlier constraints from fixed (p/d) target data and neutrino DIS on 
nuclear targets. But increasingly collider data places constraint -      
asymmetry at Tevatron/LHC sensitive to flavour decomposition.

• Uncertainties fairly stable. Some increase from MSTW, due to more 
flexible                parameterisation.

x ⇠ 0.1 hxiu�d ⇠ hxiuV �dV

uV � dV

W

µ = 2GeV



MMHT: moments (2)

• Fot higher           moments and gluon momentum fraction:

MSTW08 MMHT14 MMHT (2016) hxi
⌦
x

2
↵
u�d

⌦
x

3
↵
u�d

hxig

0.0534+3.2%
�2.2%

0.0510+3.7%
�2.9% 0.0517+3.7%

�2.9%

0.0229+3.2%
�2.7% 0.0215+4.2%

�3.5% 0.0219+4.2%
�3.5%

0.4192+2.4%
�2.0% 0.4116+2.0%

�2.5% 0.4130+2.4%
�2.2%

0.4

0.5

0.1

u� d

find similar level of precision.

•            : slightly larger than first moment due to higher     probed.
• Gluon: LHC data (jets,     ,          , isolated photon) will play increasing 
role in constraining this region of    .  

u� d
x

tt Z p?
x

µ = 2GeV



Gottfried Sum Rule Violation

• More recent efforts to reconstruct the          ,            PDFs directly. 
Potential observable - Gottfried Sum rule Violation:

u� d

see Jiunn-Wei Chen’s talk
u� d

µ = 2GeV MSTW08 MMHT14 MMHT (2016) hxi

0.080+15%
�12% 0.094+16%

�20%0.084+20%
�13%

0.05

• Uncertainties larger. Result from arXiv:1402.1462:                   in 
agreement, but on the high side.
• Earlier constraints from fixed p/d target Drell-Yan and DIS. More 
recently LHC           playing increasing role.W, Z

0.14± 0.5

⌦
x

0
↵
d�u

=

Z
dx (d� u) 6= 0

⌦
x

0
↵
d�u

3

FIG. 2: The physical quark distribution u(x)�d(x) extracted
from Fig. 1 after making M

n
N/P

n
z corrections and one-loop

corrections. The red, green and cyan bands correspond to
Pz 2 {1, 2, 3} 2⇡

L . The two higher-momentum distributions
are now almost identical.

from the cuto↵ scheme is correct to the leading logarithm
but not for the numerical constant. This is a compromise
that we make at the moment and will be rectified in the
future.

At low nucleon momenta, the nucleon-mass correc-
tions are as important as the one-loop correction, if
not more. Using the operator product expansion,
the nonlocal operator in Eq. 1 can be expanded asP

1

n=1

C
n

(z)O
n

(0), where the tree-level Wilson coe�-

cient C
n

(z) = (iz)n�1

/ (n� 1)! + O(↵
s

) and O
n

(0) =
 ̄(0)�z (iDz)n�1

 (0). The tensor O
n

is symmetric but
not traceless, so it is a mixture of a twist-2 and higher-
twist operators with the matrix element

D
~P
���O

n

(0)
���~P

E
= 2a

n

Pn

z

K
n

+O(⇤2

QCD

/P 2

z

) (4)

entirely expressible in terms of a
n

=
R
dx xn�1q(x), the

nth moment of the desired parton distribution, and K
n

=
1+

P
i

max

i=1

Cn�i

i

(M2

N

/4P 2

z

)i where C is the binomial func-

tion, and i
max

= n�(n mod 2)

2

. The O(⇤2

QCD

/P 2

z

) term is
dynamical higher-twist correction. As one can see, the
actual nucleon-mass correction parameter is M2

N

/4P 2

z

.
After one-loop and nucleon-mass corrections, the re-

sulting distributions are shown in Fig. 2. For the nu-
clear momenta under consideration, both types of cor-
rection are important. As one can see, the corrected
distributions have much reduced P

z

dependence, partic-
ularly for the two largest momenta. This suggests that

well known that this omits important tadpole contributions [15].

As a compromise, we take ↵s = 0.20±0.04, with the central value

determined by the prescription of Ref. [15] and the uncertainty

included as a part of the theoretical systematics.

MSTW
CJ12
Lattice

-0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0
-0.5
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0.5

1.0

1.5

2.0

2.5

x

u
-
d

FIG. 3: The unpolarized isovector quark distribution u(x)�
d(x) computed on the lattice after extrapolation in Pz is
shown as the purple band, compared with the global analyses
by MSTW [18] (brown dotted line), and CTEQ-JLab (CJ12,
green dashed line) [19] with medium nuclear correction near
(1.3 GeV)2. The negative x region is the sea quark distribu-
tion with q(x) = �q(�x). The lattice uncertainty band in
the plot reflects the 68% C.L. The global fit uncertainty is
not shown in the figure.

the corrections to the quasi-distributions will generate
a P

z

-independent physical distribution. The remaining
small di↵erence between the two large-momenta results
could be due to the dynamical higher-twist corrections
O(⇤2

QCD

/P 2

z

), which is expected to be smaller than the
nucleon-mass e↵ect. As for the lowest nucleon momen-
tum (430 MeV) result, the LaMET expansion might not
be very e↵ective, although the peak after corrections has
been shifted to near 0.8.

Finally, we find a P
z

-independent distribution by tak-
ing into account the O(⇤2

QCD

/P 2

z

) correction by extrap-
olating using the form a + b/P 2

z

. The final unpolarized
distribution u(x)�d(x) is shown in Fig. 3. The distribu-
tion for the |x| > 1 region is within 2 sigma of zero; thus,
we recover the correct support for the physical distribu-
tion within error.

Our result cannot be directly compared with the ex-
perimental data because other lattice systematics are not
yet under control. To obtain the physical parton distri-
butions, we need to make a number of improvements,
including reducing the quark masses to physical ones,
increasing the number of configurations to reduce statis-
tical errors, using finer lattice spacing to accommodate
larger boosted momenta and improve the resolution, and
using larger lattice volumes to access smaller x. Nonethe-
less, we hope that the present results do provide some in-
sight into the qualitative features of the parton physics.

Also shown in Fig. 3 are the parton distributions from
the global analyses by CTEQ-JLab (CJ12) [19] and NLO
MSTW08 [18] at µ ⇡ 1.3 GeV. Note that the lattice re-

• Aside: behaviour as            ?x ! 0



High precision data: an example
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Figure 17: Di↵erential d�/d|⌘` | cross-section measurements for W+ (left) and W� (right), for the electron channel
(open circles), the muon channel (open squares) and their combination with uncorrelated uncertainties (crosses)
and the total uncertainty, apart from the luminosity error (green band). Also shown are the ratios of the e and
µ measurements to the combination and the pulls of the individual measurements in terms of their uncorrelated
uncertainties, see text.
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Figure 18: Di↵erential d�/d|y`` | cross-section measurements for Z/�⇤ ! `` in the three m`` regions, for the electron
channel (open circles), the muon channel (open squares) and their combination with uncorrelated uncertainties
(crosses) and the total uncertainty, apart from the luminosity error (green band). Also shown are the ratios of the e
and µ measurements to the combination and the pulls of the individual measurements in terms of their uncorrelated
uncertainties, see text.
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ATLAS          data

• Recently ATLAS have released the final 7 TeV data on             
production, over range of      ,    ,    . For some kinematics, precision well 
below % level.

EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

Submitted to: EPJC CERN-EP-2016-272
12th December 2016

Precision measurement and interpretation of

inclusive W+
, W�

and Z/�⇤ production cross

sections with the ATLAS detector

The ATLAS Collaboration

High-precision measurements by the ATLAS Collaboration are presented of inclusive W+ !
`+⌫, W� ! `�⌫̄ and Z/�⇤ ! `` (` = e, µ) Drell–Yan production cross sections at the LHC.
The data were collected in proton–proton collisions at

p
s = 7TeV with an integrated lu-

minosity of 4.6 fb�1. Di↵erential W+ and W� cross sections are measured in a lepton pseu-
dorapidity range |⌘`| < 2.5. Di↵erential Z/�⇤ cross sections are measured as a function of the
absolute dilepton rapidity, for |y``| < 3.6, for three intervals of dilepton mass, m``, extend-
ing from 46 to 150GeV. The integrated and di↵erential electron- and muon-channel cross
sections are combined and compared to theoretical predictions using recent sets of parton
distribution functions. The data, together with the final inclusive e±p scattering cross-section
data from H1 and ZEUS, are interpreted in a next-to-next-to-leading-order QCD analysis,
and a new set of parton distribution functions, ATLAS-epWZ16, is obtained. The ratio of
strange-to-light sea-quark densities in the proton is determined more accurately than in pre-
vious determinations based on collider data only, and is established to be close to unity in the
sensitivity range of the data. A new measurement of the CKM matrix element |Vcs| is also
provided.

c� 2016 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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• They find potentially sizeable impact on PDFs, which in general 
struggle to describe data.

W, Z



First comparison

• Comparison to ATLAS data with baseline MMHT PDF very poor 
indeed-                              . Improves after fitting, but only to still fairly 
poor            .

• Including this data in fit, we find impressive improvements in PDFs…

!High precision PDF determination. However, not without issues.

• Raises questions about e.g. theoretical uncertainties in fixed-order fit 
(choice of            ?) at this level of precision. Additional handles helpful.
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Outlook
• MMHT PDFs: result of global fit range of data types.
• MMHT14 last public release. Impact of later HERA and LHC data 
studied. New fit to come in intermediate future.     
• PDF uncertainties low as                   , but vary greatly between partons 
and with     (can be larger!) . Much room for improvement in e.g. 
strange,               , gluon at low/high    .
• Moments:

‣ Isovector            momentum fraction (and higher moments) known to few %.
‣ Gluon momentum fraction known to           . Expect improvements with more 

LHC (jet,      …) data.
‣ Gottfried sum rule violation known to            . Input from lattice?

x

uV � dV x

u� d

⇠ 2%

⇠ 20%

tt

• LHC impressive source of high precision PDF constraints, but not 
issue-free. Input from lattice?

O(5� 10%)


