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About Random Numbers

A sequence of numbers (with some distribution) where each member has no discernible correlation with the other numbers in the sequence

- Can’t prove that a sequence is random, can only prove that one is not by finding a pattern
- As far as we know, some natural processes can provide “true” random number sequences (radioactive decay, thermal noise, dice, etc.)

Good random number sequences are critical for a variety of important techniques

- Monte Carlo methods use random sampling of spaces of alternatives to find statistically good answers
- Event and detector response simulation, fitting, significance tests, importance sampling
Pseudo-Random Numbers

Usually we don’t actually want “true” random numbers

- “True” random numbers are expensive to collect
- Computers are deterministic—a given initial state and pre-defined sequence of instructions should always produce the same result
  - Without some auxiliary source of randomness, computers can’t produce true randomness
- Typically we want a reproducible sequence that is “random enough” wrt our process or procedure

Pseudo-random numbers are deterministic sequences

- Creating a good random number generator is hard—so don’t make your own
- Speed and quality of randomness are highly correlated
- A random number generator has state—the amount state determines the upper limit on how long a sequence can be created before it starts repeating
ToyMC for Significance Testing

What’s the significance of an apparent signal?

- If you knew the mass beforehand, then the fit tells you the significance
- For an unknown mass, the fit gives a local significance, but the global significance depends on the probability of a fluctuation that size at any mass in the range tested
- One way to test—simulate a lot of background with no signal distributions and see how often a signal appears
- Perfect for parallelization, but good results depend on unbiased random numbers
A Monte Carlo Calculation in Detail

Sample a problem domain to

• Numerically integrate, estimate probabilities, find optimal values
• Example: numerical integration to find $\pi$ by simulating throwing darts at circle bounded by a square
• Difference in rates is proportional to the ratio of the areas, which is proportional to $\pi$
• So randomly choose points, and count the fraction in the circle
• $N=10$: 3.2, 100: 3.04, 1,000: 3.06, 10,000: 3.1108, 100,000: 3.14165, 1,000,000: 3.14158
Linear Congruential Generator

LCG is easy to write, fast, adequate quality for some purposes

- With modulus $m$, multiplier $a$, increment $c$, starting value $X_0$
  \[ X_{n+1} = (aX_n + c) \mod m \]
- Choice of constants is critical—$m = 10$, $X_0 = a = c = 7$ gives the sequence $7, 6, 9, 0, 7, 6, 9, 0, \ldots$
- If the constants are chosen carefully, the sequence length is set by the modulus
- For this example, using $a = 1366$, $m = 714025$, $c = 150889$ from a standard reference of good values
  - Note the relatively short cycle length—if my ToyMC has 200,000 events per try, only gives 3 independent tries!
- **Note**: LCG generally is not good enough for many simulation purposes!
  - Alternatives are as fast, but more complicated, typically have more state and much longer sequence lengths
LCG often not suitable

LCG’s generate tuples that lie on parallel hyperplanes

- # of dimensions of the tuple depends on the choice of parameters
- One notoriously bad choice, IBM’s RANDU, was widely used in the 60s and 70s
  - RANDU generates correlated 3-tuples (image from WikiMedia Commons)
Example LCG Implementation

**Note:** for example purposes only; don’t do this, use a library

```c
static uint32_t random_last = 0; // internal state
double lcg_rand()
{
    static constexpr uint32_t kMultiplier  = 1366;
    static constexpr uint32_t kAddend      = 150889;
    static constexpr uint32_t kPmod        = 714025;

    random_last = (kMultiplier * random_last + kAddend) % kPmod;
    return ((double)random_last/(double)kPmod);
}
```
Anecdotal signal scanning
Manually scanned some background-only toy MC events looking for fake signals (note: not a scientific tests)
Parallel $\pi$

Calculating $\pi$ this way is embarrassingly parallel, so make it parallel:

```cpp
int main(int, char**) {
    constexpr static size_t num_trials{10000};

    std::atomic<long> Ncirc{0};
    static constexpr double r{1.0}; // radius of circle. Side of square is 2*r
    // for (i=0, i<num_trials, ++i)
    tbb::parallel_for(size_t(0), num_trials,
        [&](size_t){
            const auto x{lcg_rand()}; const auto y{lcg_rand();
            if ((x*x + y*y) <= r*r) Ncirc++;
        });
    double pi = 4.0 * ((double)Ncirc/(double)num_trials);
    std::cout << num_trials << " trials, pi " << pi << std::endl;
}
```
Some technological notes

I’m using standard C++14 and Intel Threading Building Blocks (TBB)

• Tim’s version used a simple for loop with an OpenMP
  #pragma split iopprivate (x, y) reduction (+:Ncirc)
• Mine uses std::atomic and tbb::parallel_for with a lambda expression
  - std::atomic is not guaranteed to be lock free on all platforms and compilers!
• OpenMP is very common in the HPC community
  - works across languages
  - simpler and likely more efficient for this example
  - but doesn’t support the latest C++ standards
• TBB is C++-centric, compatible with the latest C++ standards
  - HEP seems to be leaning this way—the ROOT project and the CMS experiment have both
    adopted C++11 (or later) and TBB
• Concepts are similar, syntax is different
Trials with 4 threads

1000000 trials, pi 3.13155 error 0.01004
1000000 trials, pi 3.1338 error 0.00778
1000000 trials, pi 3.1324 error 0.00918
1000000 trials, pi 3.13148 error 0.01011
1000000 trials, pi 3.13253 error 0.00906
1000000 trials, pi 3.13451 error 0.00708
1000000 trials, pi 3.13293 error 0.00866
1000000 trials, pi 3.1335 error 0.00809
1000000 trials, pi 3.13416 error 0.00742

Same program, run the same way

• Different results every time!
• Error is much too large for 1000000 trials
• Problem 1: lcg_rand() isn’t thread safe!
LCG Race

random_last is shared state across threads

• Race condition between using the old value and setting the new value can result in values being reused
• Race condition thus biases the results
• Change so each thread has its own copy:
  thread_local static long random_last = 0;

```c
static uint64_t random_last = 0; // internal state
double lcg_rand()
{
    random_last = (kMultiplier * random_last + kAddend) % kPmod;
    return ((double)random_last/(double)kPmod);
}
```
With thread_local, 4 threads

- 1000000 trials, pi 3.14021 error 0.00138
- 1000000 trials, pi 3.14047 error 0.00112
- 1000000 trials, pi 3.14076 error 0.00083
- 1000000 trials, pi 3.14047 error 0.00112
- 1000000 trials, pi 3.14024 error 0.00135
- 1000000 trials, pi 3.14052 error 0.00106
- 1000000 trials, pi 3.14014 error 0.00145
- 1000000 trials, pi 3.14044 error 0.00114
- 1000000 trials, pi 3.14051 error 0.00108

Same program, run the same way

- More consistent, but still different results every time!
- Error is smaller, but still too large for 1000000 trials
- Two more problems: sequence reuse and TBB
  - TBB doesn’t guarantee a consistent mapping of tasks to threads
  - Every thread is starting with the same seed, so we’re doing the same 250,000 trials 4 times!
Overlapping Sequences

Typical single-thread usage uses a contiguous subsequence:

Our threaded example reuses a subsequence:

Generating seeds “randomly” can still lead to overlapping sequences that may bias the results (and you won’t know how much):
Parallel Random Number Generators

Possible solutions:

• **Every thread has its own unique generator**
  - These could be different generators from the same family, e.g. different LCG constants
  - Mersenne Twister has a “dynamic creator” scheme for this, but not formally proved

• **One thread generates all the random numbers**
  - Coordination overhead, blocking

• **Block methods, where every thread gets a well-defined subset of the sequence**
  - Sequence splitting allocates contiguous blocks so that each thread gets its own non-overlapping block
  - Leapfrog divides the sequence round-robin, so thread $n$ gets the sequence of entries where the sequence number modulo the number of threads is $n$
  - Block methods can be implemented efficiently for LCG and some other generators where jumping ahead is simple, less efficiently for others like Mersenne Twister

• **Most of these are tricky to implement correctly, so use a library**
Not taking my own advice…

After some work…

• Give each thread a different seed via leapfrog
• Specify the stride of the TBB loop so that only one task is created for each thread
• This isn’t actually sufficient for complete reproducibility as the changing leapfrog stride changes the x,y pairings—need independent streams (use a library!)
  - Achieved reproducibility for a given thread count, and comparable numerical performance, but not reproducibility with different thread counts

<table>
<thead>
<tr>
<th>Steps</th>
<th>One Thread</th>
<th>Two Threads</th>
<th>Four Threads</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>3.124</td>
<td>3.156</td>
<td>3.112</td>
</tr>
<tr>
<td>10000</td>
<td>3.128</td>
<td>3.1512</td>
<td>3.1428</td>
</tr>
<tr>
<td>100000</td>
<td>3.1456</td>
<td>3.13804</td>
<td>3.14488</td>
</tr>
<tr>
<td>1000000</td>
<td>3.14138</td>
<td>3.14102</td>
<td>3.14188</td>
</tr>
</tbody>
</table>
Same sequence with many threads.

- We can use the leapfrog method to generate the same answer for any number of threads

<table>
<thead>
<tr>
<th>Steps</th>
<th>One thread</th>
<th>2 threads</th>
<th>4 threads</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>3.156</td>
<td>3.156</td>
<td>3.156</td>
</tr>
<tr>
<td>10000</td>
<td>3.1168</td>
<td>3.1168</td>
<td>3.1168</td>
</tr>
<tr>
<td>100000</td>
<td>3.13964</td>
<td>3.13964</td>
<td>3.13964</td>
</tr>
<tr>
<td>1000000</td>
<td>3.140348</td>
<td>3.140348</td>
<td>3.140348</td>
</tr>
<tr>
<td>10000000</td>
<td>3.141658</td>
<td>3.141658</td>
<td>3.141658</td>
</tr>
</tbody>
</table>

Used the MKL library with two generator streams per computation: one for the x values (WH) and one for the y values (WH+1). Also used the leapfrog method to deal out iterations among threads.
MKL Random number generators (RNG)

- Intel’s Math Kernel Library includes several families of RNGs in its vector statistics library.
- Specialized to efficiently generate vectors of random numbers

```c
#define BLOCK 100
double buff[BLOCK];
VSLStreamStatePtr stream;
vslNewStream(&ran_stream, VSL_BRNG_WH, (int)seed_val);
vdRngUniform (VSL_METHOD_DUNIFORM_STD, stream, BLOCK, buff, low, hi);
vslDeleteStream( &stream );
```

Select type of RNG and set seed

Initialize a stream or pseudo random numbers

Fill buff with BLOCK pseudo rand. nums, uniformly distributed with values between lo and hi.

Delete the stream when you are done
Wichmann-Hill generators (WH)

- WH is a family of 273 parameter sets each defining a non-overlapping and independent RNG.
- Easy to use, just make each stream threadprivate and initiate RNG stream so each thread gets a unique WG RNG.

```c
VSLStreamStatePtr stream;
#pragma omp threadprivate(stream)
...
vslNewStream(&ran_stream, VSL_BRNG_WH+Thrd_ID, (int)seed);
```
Summary

Pseudo-random numbers are widely used
  • We depend on generators that are unbiased wrt the simulation process

Getting them right is tricky
  • Pseudo-random numbers are deterministic and have correlations

Parallel programming creates new opportunities for biasing results
  • For many applications, have to ensure that parts of the random number sequence are not unintentionally reused