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"Big Data is a large volume of unstructured data  
which can not be handled by standard 
 database management systems like  
DBMS, RDBMS or ORDBMS"
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Base ingredients of Big Data Storage & Hyper-scale Computing
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first production service in 2011
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Technological Foundation
• Organic file storage system built on XRootD framework  
• disk-only storage system on top of  JBODs with 

replication & erasure encoding 
• open source project in CERN IT storage group  

• released under GPLv3  
• extremely simple architecture  

• one daemon and three plugins written in C++  
• no relational DB backend, namespace is in-memroy 

stored in a changelog file, no commercial product 
dependencies  

• easily adaptable to requirements  
• CERN code ownership  

• agile development style 
• very short development & release cycles 
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Architecture
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Components
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Components
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Components
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Deployment View

MGM
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Data Placement
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Data Placement
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Data Placement

FST NODE

X

node failure = data unavailable
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EOS Releases named after gemstones

Beryl Aquamarine Citrine
V 0.3.X V 4.X

XRootD V3 Server XRootD V4 Server
IPV4 
namespace in-memory 
data on attached disks

IPV6 
plugins for meta  
data & data persistency

scale-out data 
scale-up meta-data

scale-out data 
scale-up & scale-out meta-data 18



Big Data - CERN

theoretical unfiltered data 
stream of LHC detectors

182 ZB/year
What happens at  
CERN storage?

LHC
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EOS at CERN

1 year averages: 38 GB/s read 12 GB/s write
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EOS at CERNEOS at CERN

scrubbing 7.8 Exabyte/year
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EOS at CERNEOS at CERN

Draining peaked at 100 GB/s
Recently drained many PB
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EOS CERN Instances

s

• Disk Storage for all LHC and physics data 
• and for CERNBox 

• Deployment across two computer centres 
• CERN and Wigner RCP - 22ms RTT 
• Third link recently added
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EOS CERN Instances

s

ATLASALICE CMS LHCB PUBLIC USER Backup

non LHC 
Experiments

work 
spaces

project 
spaces
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Instance Challenges

ALICE

- largest namespace 340 M files 86k dirs 
- simplest IO model - XRootD 
- simplest user model - single GRID user 
- pre-signed URLs 
- thousands of LAN/WAN connections 
- no quota 
- dominated by GRID analysis activity  

- very high read peaks 60 GB/s

0
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16.5

22

PB
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Instance Challenges

ATLAS

- complex usage 
- 1700 quota accountings 

- (too) many directories - 30 M 
- CDR input & export 
- thousands of LAN connections 
- full spectrum of use cases 
- high (GSI) connection rates (100-200 Hz) 
- many protocols in parallel 

0

6.25

12.5

18.75

25

PB

26



Instance Challenges

- complex usage 
- 1900 quota accountings 

- moderate namespace size 60 M files 
- CDR input & export 
- thousands of LAN connections 
- full spectrum of use cases 
- high (GSI) connection rates (100-200 Hz) 
- many protocols in parallel 

CMS

0
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12.5

18.75

25
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Instance Challenges

- complex usage 
- 1600 quota accountings 

- last LHC SRM customer 
- smallest instance in terms of meta-data 
- first instance running CITRINE in production & IPV6 enabled

LHCB
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Instance Challenges

- complex usage 
- 1400 quota accountings 
- many different experiments and admins 

- large instance in terms of meta-data 
- full spectrum of use cases 
- second instance running CITRINE in production & IPV6 enabled

PUBLIC

0

3.25

6.5

9.75

13

PB
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Instance Challenges

- complex usage 
- 10.000 quota accountings 

- hundred millions of small files 
- thousands of online users and devices 
- full spectrum of (chaotic) use cases 
- CERNBOX functionality 

- continuous background rate from sync clients  

USER

0

0.45

0.9

1.35

1.8

PB
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What is CERNBox
Sync & Share Platform = OpenSource Dropbox  (OwnCloud)

like GOOGLE docs

Jupyter Notebooks 31



CERN Disk Space Allocation

EOS [+ Castor]

2017 disk server commissioning done 
48 x 6 = 288 TB server 5 GB/s disk IO 
100 PB for ALL@CERN (divide by 2)
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EOS community
21 external deployments of EOS  

- many HEP sites 
- non HEP communities 

- AARNET Australia 
- JRC Italy

Operations team: one service manager for all EOS, one service manager for CERNBOX
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Developments
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Development News
• faster service startup 

•  namespace load time 2-6x  

• master-slave failover & compaction issues 
resolved 

• CITRINE release finally in production 
• CI - continuous integration platform on gitlab 

• build pipelines 
• RPM builds on SLC6, EL7, Fedora, OS X (client) 
• DOCKER image build 
• automated testing on every commit 

• coming: kubernetes cluster setups with long-term testing
details can be found on the EOS workshop page  

https://indico.cern.ch/event/591485/ 35



Development News
• nicer table formatting 
 
 
 

• disk health monitoring S.M.A.R.T
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Development News
• with Gerri Ganis boosted XRootD GSI plugin from 200 

Hz to 1kHz handshakes 
• hit limit in ATLAS & CMS last month - results in very slow namespace responses 

• deployed scale-out authentication service in CMS

MGM

AUTH1 AUTH2 AUTH3 AUTH4

1094

3001 3002 3003 3004

1094Simple stateful load-balancing 37



R&D
• CERN-IT extra-large disk server project 

• 8 x 24 x 6TB disks connected to single 
front-end node [ 1.152 PB/node ]  

• capacity/performance ratio ? 
• OS limitations handling 192 disks ? 
• RAID vs. ZRAID vs. Software EC 
• which network IF ? 
• which CPU type ? 
• TCO evaluation
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New Parallel NS Boot
B
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EOS Architectural Evolution 

Beryl Aquamarine Citrine

V 0.3.X V 4.X

MGM 
Master

MGM 
Slave

FST FST FST FST

read/ 
write

read 
only MGM MGM MGM 

Persistency

FST FST FST FST

stateless

META DATA

DATA
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MGM MGM MGM 

MD Cluster

MGM MGM 

FST FST FST FST FST FST

LB LB 

Storage 
(Cluster)

Storage 
(Cluster)

Storage 
(Cluster)

QuarkDB

Scalability

What to scale and how ...

42



QuarkDB  
Meta Data Cluster for EOS

https://gitlab.cern.ch/eos/quarkdb 
Georgios.Bitzes@cern.ch 
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Interface Evolution

Evolution 
EOS has started 6 years ago as a remotely accessible data storage system with 
posix-similar interface. The interfaces has been extended to provide  
file transaction functionality. The most recent architectural change is to provide  
mounted filesystem semantics. This aims to help to take over more use cases of  
AFS to prepare for AFS phase-out. It is not clear yet that this will work with a native 
EOS storage system alone.

remote 
data 
store

file 
transactional 
storage

distributed 
filesystem  
behaviour

remote 
data 
store

file 
transactional 
storage

remote 
data 
store

2011

2017

+

+ + /eos
Information
Exchange
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CERNBox Architecture

web	
  frontend	
  
oc_shares

nginx	
  https	
  lb	
  
webdav

namespace

datadatadata

sync	
  and	
  mobile	
  
clients

samba	
  gatewayfuse	
  clientsnative	
  clients

windows	
  
clients
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Plan A
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CephFS

FUSE

volume 
IOPS 

Protocol GWTAPE APPS VM NFS

CTA

librados

RBD

HTTP,DAV,S3, 
OC,XRootD,FTP

virtual groups/roles, acls, quota,  
access/damage limitation, auditing, 
krb5 + x509 auth

Possible Plan B

Citrine

Diamond

SAS
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/eos mounted on lxplus and lxbatch nodes 
- significant amount of problems and obstacles 

- consistency, stability and kerberos integration 
- experience triggered clean rewrite of FUSE client 

- implementation of a filesystem = challenging task !
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First new FUSE  
performance impressions

• optional client-side meta-data cache in REDIS 
• configurable client-side data cache & file journal - leverage SSDs on batch nodes 
• nfs4 exports via kernel nfsd

SQLITE use case

seen from one client
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Storage Tiering in CITRINE
• generic support for file workflows in CITRINE 
 
 
 
 
 
 

• connection to the Cern Tape Archive project as tape 
storage system 
• provides manual archiving or automatic migration/

recall behaviour 
• CTA and EOS separate projects - exchangeable
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CTA
EOS & CTA server communicate via protocol buffer bus
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Roadmap & Milestones
• new FUSE client deployment Q3 
• CITRINE instances at CERN IPV6 /xroot4 

• 15th of May updated for LHCB still with  
in-memory namespace, PUBLIC instance followed in June 

• Q3-Q4 planning move from in-memory to QuarkDB namespace 
namespace scalability - demonstrate multi billion ns 

• add many 9’s to availability 99.9 => 9999…. 

• Cern Tape Archive milestone first system in 2018
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Continuos Integration
https://gitlab.cern.ch/dss/eos
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Continuos Integration
https://gitlab.cern.ch/dss/eos
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https://gitlab.cern.ch/dss/eos


Continuos Integration
https://gitlab.cern.ch/dss/eos
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https://gitlab.cern.ch/dss/eos


Continuos Integration

# get a CITRINE image e.g. 
docker pull gitlab-registry.cern.ch/dss/eos:121629
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http://gitlab-registry.cern.ch/dss/eos:121629


EOS in DOCKER - 1 minute
git clone https://gitlab.cern.ch/eos/eos-docker.git 
# start a virtual instance with KDC, MGM, MQ, 6xFST 
./eos-docker/scripts/start_services.sh 
# get a shell in the MGM service container 
docker exec -it eos-mgm-test bash 
# run instance tests 
eos-instance-test
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https://gitlab.cern.ch/eos/eos-docker.git


Federations
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• driving idea is to  
• reduce the number of storage services to 

manage 
• bundle many small resources into a 

bigger single resource 
• reduce operational effort 

• few complex services (namespaces) 
• many trivial services (object storage servers)

Storage Federations
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Global Federation / 
Global Storage System

centralised MD store & DDM 
centralised access control 
one protocol

distributed object store  
file = object since 15 years

every access contacts central service

signed URLs
since 11 years

flat  
structure

hierarchical  
structure

site storage

site storage

site storage

site storage
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Hybrid Federation

centralised DDM

distributed file store  
file = object + acl

data distribution and discovery is centralised 
access control is local

decentralised  
access control 
many protocols

site storage

site storage

site storage

site storage
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Storage-Level Federation

centralised MD store & DDM 
centralised access control

distributed object store  
file = object

every access contacts storage entry point 
batch problem: locality is hidden by the storage system

flat  
structure

hierarchical  
structure

data storage

data storage

data storage

data storage
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EOS Storage Federation

FST FST FST FSTFST

FSTFST

MGM 
Master

MGM 
Slave

MGM 
Follower

active/passive meta data server

storage server

storage server storage server

storage site type 1

storage site type 2 storage site type 3

MQ

3 types of sites
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EOS Placement Strategies
• CITRINE release provides geographic-aware 

scheduling 
• placement and access policies 

configurable for each directory 
• client and servers are geo-tagged  

(client:subnet server:configuration value) 

• access files as ‘close’ as possible 
• placement policies e.g. 

• hard-coded replication to defined locations 
• two replicas close 
• one close, one randomly 
• two replicas at maximum distance 
• … 67



EOS Federations

3

EOSALICE: 159 storage nodes at CERN & 85 at WIGNER

Examples

placement policy: if possible maximum distance e.g. one replica at CERN, one at Wigner
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EOS Federations

https://indico.cern.ch/event/595396/contributions/2532587/

Examples
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EOS Federations
AARNET Federation in  
Australia with 65ms latency

Examples

• three storage locations 
• one RW/RO namespace pair 
• one remote RO namespace
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EOS Federations Examples

Worldwide distributed storage system with extreme latencies - R&D prototype
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EOS Federations Examples

Worldwide distributed storage system with extreme latencies - R&D prototype
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EOS Federations  
when to use them

• doable if all storage servers have sufficient 
bandwidth between each other and batch 
resources in the federation 
 

“the WIGNER experience” 
• two site federated setup complicated operations 

• implies 100% storage overhead [2 replica]  
• cannot use erasure encoding for recent data 

• network links become saturated 
• cannot guarantee 50:50 resources CERN:Wigner 
• TCP window scaling, a lot of network tuning and 

network problems to debug 
• job efficiency worse for 22ms latency than in LAN 

(depends on application) 73



EOS Federations 
when to use them

• local cloud federation model 
(regional federation) 
• storage peers are close ( O(2) ms ) and 

have sufficient network bandwidth 
• model requires efficient remote data 

access because: 
• impossible/inefficient to have a replica at each 

geo-graphic location 
• remote access will occur frequently
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EOS Federations 
when to use them

• satellite federation model 
(T1/T2 federation) 
• a large resource is federated with many 

significantly smaller resources 
• main storage volume and CPU provided  

by single resource 
• T1 provides namespace and storage 
• T2 attach to T1 namespace
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Storage Federations 
when not to use them
• federations of several big resources are orthogonal to 

the GRID processing model 
• job scheduling should be location aware 
• a federation abstracts locality and network 

becomes a bottleneck between large resources 
• storage federation have to be complemented  

and integrated with CPU resource federations - no free 
lunch - sounds nice to have only few big virtual sites 
but .. my personal conclusion:  

• the global federation model is the most space efficient federation 
(global policy for replication) - not operation wise 

• regional federations of small contributors to storage and CPU 
make absolutely sense and help to reduce operational effort  

• large resource federation have too high impact on volume and 
job efficiencies 76
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CERN OpenSource core functionality

non-CERN OpenSource core functionality

storage tiering

object storage APIs and erasure encoding

for HL-LHC

Exabyte-scale 
Object  
Storage

transformation
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we need to optimise storage globally 
need to keep event collection model  
(don’t ship or store everything as an event - there are too many)

Storage outlook for HL-LHC
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Vision of Big Data Storage & Federation 
for HL-LHC

Memory'

Burst'Buffer'

Parallel'File'System'

Campaign'Storage'

Archive'

Memory'

Parallel'File'System'

Archive'

HPC'Before'Trinity'

1?2'PB/sec'''''''''''''''''''
Residence'–'hours'''''''''''
OverwriGen'–'conHnuous'

4?6'TB/sec'''''''''''''''''''''''''''
Residence'–'hours'''''
OverwriGen'–'hours'

1?2'TB/sec''''''''''''''''''''
Residence'–'days/weeks'
Flushed'–'weeks'

100?300'GB/sec''''''''''''''''
Residence'–'months?year'
Flushed'–'months?year'

10s'GB/sec'(parallel'tape'
Residence'–'forever'

traditional storage tiers

hyper-scale storage tiers

from MarFS
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Vision of Big Data Storage & Federation 
for HL-LHC

• aim to implement a global federation model for HL-LHC 
which is cost-effective as campaign storage system 
• federation of distributed object stores for data 

authorised with pre-signed URLs 
• deploy dataloss-free scale-out storage systems with erasure 

coding (M, >=2) in big sites 
• data durability should still be guaranteed  

• with global disk replica count = 1 
• with offline replica on cold storage tier 

• compatible with idea of eventually buying public cloud storage 
• model does not exclude to use distributed filesystem as object 

stores 
• central scale-out MD & DDM 

• use few managed storage tiers for global DM, hide 
small tiers in local federations 82



a reed-solomon code ...
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EOS need-to-know info

• support 
eos-support@cern.ch 

• documentation 
• http://eos.readthedocs.io [en/citrine] 

• repositories 
• https://gitlab.cern.ch/dss/eos.git https://github.com/cern-eos/eos 

• mailinglist 
• eos-community@cern.ch [via egroups.cern.ch]
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