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SCET	has	allowed	for	some	of	the	most	precise	resumma6on	
results	available	today,	but	each	observable	takes	lots	of	6me

2

• To resum, need following: 
1. Factorization for observable 
2. Fixed order computations of factorization ingredients 
3. Solving RG equations

Each of the three steps depends on the observable  
and needs to repeated

Can this be done in a way where the observable dependence
can be computed numerically?

Big advantage of SCET is separation at Lagrangian level



For	a	simple	observable	we	know	the	factoriza6on	theorem	
and	can	easily	obtain	an	analy6cal	solu6on
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Consider the factorization the thrust cumulant

4. Automated resummation in SCET

The starting equation for the automated resummation in Section 2 was the separation of

the desired cross section ⌃(v) into the product of the simplified cross section ⌃max(v) and

the transfer function F(v) given in Eq. (2.5). The resummation of the simplified observable

was computed analytically, while the transfer function could be obtained numerically. In

this section we derive a similar result, but where all ingredients are defined within SCET.

To simplify the discussion, we consider here a factorizable observable (such as thrust)

and perform a similar decomposition at the level of the individual soft and jet functions.

The SCET factorization theorem (3.5) for the thrust event shape that can be recast as

(note that we drop the �B dependence from now on)
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where we expressed the soft and jet functions as (with F = S, Jn, Jn̄)

F (⌧F , µ) ⌘ ⌃0
F (⌧F , µ) =

d⌃F (⌧F )

d⌧F
. (4.2)

Next, we define
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with

FF (⌧F , ⌧, µ) =
⌃max

F
(�⌧, µ)

⌃max

F
(⌧, µ)

⌃F (⌧F , µ)

⌃max

F
(�⌧, µ)

. (4.4)

This allows us to write

⌃(⌧) = ⌃max(⌧)
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(4.5)

where we defined F
0
F
⌘ dF 0

F
/d⌧F with F = S, Jn, Jn̄.

The goal is to compute each of the transfer functions through a MC algorithm defined

uniquely in terms of either soft or collinear fields, in a way that is similar to Section 2.

We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, ⌧, µ) and FS(⌧s, ⌧, µ) through a separate MC. This ensures that

all observable dependence is restricted to the numerical MC algorithm.

The computation of Eqs. (4.4) via MC methods requires that each can be obtained in

4 dimensions by recursively computing real emissions. This relies on two important facts:

First, the transfer function has to be determined entirely through the real radiation, and

second, each contribution needs to be finite in 4 dimensions. The first fact is trivially

satisfied, since in the ratios ⌃F (⌧)/⌃max

F
(�⌧) the purely virtual corrections cancel exactly.

The second requirement deserves some closer investigation.

The IRC divergences cancel quite trivially in the ratio ⌃F (⌧)/⌃max

F
(�⌧), since the nu-

merator and denominator include the same unresolved real radiation (for rIRC safe observ-

ables). However, as we discussed in Section 3.1 and contrary to full QCD, in the standard
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One can define a “max version” of thrust (taking max of thrust for each 
emission), which has a multiplicative factorization theorem

⌃max(⌧) = H(µ)⌃max
Jn

(⌧n, µ)⌃
max
Jn̄

(⌧n̄, µ)⌃
max
S (⌧s, µ)
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the desired cross section ⌃(v) into the product of the simplified cross section ⌃max(v) and

the transfer function F(v) given in Eq. (2.5). The resummation of the simplified observable

was computed analytically, while the transfer function could be obtained numerically. In

this section we derive a similar result, but where all ingredients are defined within SCET.

To simplify the discussion, we consider here a factorizable observable (such as thrust)

and perform a similar decomposition at the level of the individual soft and jet functions.
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The goal is to compute each of the transfer functions through a MC algorithm defined
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We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, ⌧, µ) and FS(⌧s, ⌧, µ) through a separate MC. This ensures that

all observable dependence is restricted to the numerical MC algorithm.
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where µS = ⌧sQ, µJ =
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2
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with
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Combining all results together, setting the common renormalization scale to µ = µH =

Q, such that the hard function contains no logarithmically enhanced terms and to NLL
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where the expressions for the anomalous dimensions are reported in Appendix A. After

evaluating the integrals in the exponent, and neglecting terms beyond NLL, one finds

⌃NLL(⌧) = exp {Lg1(↵sL) + g2(↵sL)}
e��E(2⌘j+⌘s)
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where the functions gi are reported in Appendix A. One can easily show that the above

equation is equivalent to the QCD result of Eq (2.48) by writing
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which is equal to R0
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Before moving on, we report the result for ⌃max(⌧), which enters as an ingredient of the

decomposition that will be used in Section 4. The simple observable used to define ⌃max(⌧)

is such that its UV divergences can be renormalized in a multiplicative way in thrust space,

that is, the corresponding factorization theorem is multiplicative (see Eq. (3.7)). To the

order we are working, the resulting soft and jet functions are trivially obtained from the

Laplace space results reported above by simply evaluating them directly in thrust space,

i.e.

Smax(⌧ ;µ) = S̃(u = u0/⌧ ;µ)

Jmax(⌧ ;µ) = J̃(u = u0/⌧ ;µ) . (3.50)
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Resum logs by evolving jet and soft functions from their  
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Consider the factorization the thrust cumulant

4. Automated resummation in SCET

The starting equation for the automated resummation in Section 2 was the separation of

the desired cross section ⌃(v) into the product of the simplified cross section ⌃max(v) and

the transfer function F(v) given in Eq. (2.5). The resummation of the simplified observable

was computed analytically, while the transfer function could be obtained numerically. In

this section we derive a similar result, but where all ingredients are defined within SCET.

To simplify the discussion, we consider here a factorizable observable (such as thrust)

and perform a similar decomposition at the level of the individual soft and jet functions.

The SCET factorization theorem (3.5) for the thrust event shape that can be recast as
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where we defined F
0
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⌘ dF 0

F
/d⌧F with F = S, Jn, Jn̄.

The goal is to compute each of the transfer functions through a MC algorithm defined

uniquely in terms of either soft or collinear fields, in a way that is similar to Section 2.

We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, ⌧, µ) and FS(⌧s, ⌧, µ) through a separate MC. This ensures that

all observable dependence is restricted to the numerical MC algorithm.

The computation of Eqs. (4.4) via MC methods requires that each can be obtained in

4 dimensions by recursively computing real emissions. This relies on two important facts:

First, the transfer function has to be determined entirely through the real radiation, and

second, each contribution needs to be finite in 4 dimensions. The first fact is trivially

satisfied, since in the ratios ⌃F (⌧)/⌃max

F
(�⌧) the purely virtual corrections cancel exactly.

The second requirement deserves some closer investigation.

The IRC divergences cancel quite trivially in the ratio ⌃F (⌧)/⌃max

F
(�⌧), since the nu-

merator and denominator include the same unresolved real radiation (for rIRC safe observ-

ables). However, as we discussed in Section 3.1 and contrary to full QCD, in the standard
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This uses the anomalous dimensions for the soft and jet functions

of the ingredients of the factorization theorem has its own characteristic scales that we

denote by µH , µJ , and µS for the hard, jet, and soft functions respectively. At these scales

no logarithms are present to any order in perturbation theory. For the thrust observable

considered in this work, the scales are [17, 48]

µH = Q , µJ = Q
p
⌧ , µS = Q⌧ . (3.14)

The resummation in SCET is then performed by evolving the hard, soft and jet func-

tions from their characteristic scales to a common renormalization scale µ. The evolution

is simply obtained by solving the corresponding RGE. The hard function is always multi-

plicatively renormalized, giving the following evolution equation

µ
d

dµ
H(µ) =

⇢
2�cusp[↵s(µ)] ln

Q2

µ2
+ 2�H [↵s(µ)]

�
H(µ) . (3.15)

The precise form of the RGE for the soft and jet function depends on the observable under

consideration. This dependence arises from the way the observable behaves in the presence

of multiple soft or collinear emissions which make up the soft and jet functions. For

instance, in the case of thrust, each new emission contributes to the observable additively,

which implies the following non-local form for the RGEs [17,47,48,55,56]

µ
d

dµ
Jni

(⌧ ;µ) =

⇢
�2�cusp[↵s(µ)] ln

⌧Q2

µ2
� 2�J [↵s(µ)]

�
Jn(⌧ ;µ)

+ 2�cusp[↵s(µ)]

Z
⌧

0

d⌧ 0
Jni

(⌧ ;µ)� Jni
(⌧ 0;µ)

⌧ � ⌧ 0
, (3.16)

µ
d

dµ
S(⌧ ;µ) =

⇢
2�cusp[↵s(µ)] ln

⌧2Q2

µ2
� 2�S [↵s(µ)]

�
S(⌧ ;µ)

� 4�cusp[↵s(µ)]

Z
⌧

0

d⌧ 0
S(⌧ ;µ)� S(⌧ 0;µ)

⌧ � ⌧ 0
. (3.17)

Eqs. (3.16) and (3.17) are simplified in Laplace space, where the convolutions become

simple products

µ
d

dµ
J̃ni

(u;µ) =

⇢
�2�cusp[↵s(µ)] ln

u0Q2

uµ2
� 2�J [↵s(µ)]

�
J̃ni

(u;µ) , (3.18)

µ
d

dµ
S̃(u;µ) =

⇢
2�cusp[↵s(µ)] ln

u2
0
Q2

u2µ2
� 2�S [↵s(µ)]

�
S̃(u;µ) , (3.19)

where J̃ and S̃ denote the Laplace transform of the jet and soft functions, u is the Laplace

variable conjugate to ⌧ , and u0 = e��E . Since the cross section ⌃(v) is independent

of the renormalization scale, the anomalous dimensions of the various pieces satisfy the

consistency condition

�H [↵s(µ)] = 2�J [↵s(µ)] + �S [↵s(µ)] , . (3.20)

An analogous condition, trivially satistfied, holds for the terms in the anomalous dimension

proportional to �cusp. We write the solution to the RGEs in Eqs. (3.15), (3.16) and (3.17)
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Factorization for Σmax multiplicative

This gives

⌃NLL

max (⌧) = exp

⇢Z
Q

p
⌧Q

dµ

µ

✓
4�cusp[↵s(µ)] ln

µ2
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⇥ exp
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�
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At higher orders the initial conditions in Laplace space are di↵erent than they are in

thrust space, such that the Eq. (4.23) is no longer exactly correct. To obtain the correct

expression requires to perform the calculation of Smax and Jmax directly in thrust space

according to the factorization theorem (3.7).

3.3 Neglecting subleading logarithmic e↵ects

The exact definition of the logarithmic order in resummation is somewhat convention de-

pendent, and di↵erent prescriptions can be found in the literature. The prescription given

in the previous section in Eq. (3.47) includes in fact various subleading logarithmic terms.

For example, the cusp anomalous dimensions at 2-loop order is only required for the con-

tribution in the first line of Eqs. (3.16) and (3.17), while in the second line it is enough to

include the cusp anomalous dimension at 1-loop order. This implies that, instead of using

the full expression for ⌘ ⌘ 2⌘j + ⌘s in the term e��E⌘/�(1 + ⌘), one can perform a Taylor

expansion of this result. For example, to NNLL accuracy one has

e��E⌘NNLL

�(1 + ⌘NNLL)
=

e��E⌘NLL

�(1 + ⌘NLL)
+

⌘NNLL � ⌘NLL

⌘NLL

d

d⌘NLL

e��E⌘NLL

�(1 + ⌘NLL)
+ . . . (3.52)

where

⌘NLL = 4

Z p
⌧Q

⌧Q

dµ

µ


↵s(µ)

2⇡
�(1)

cusp

�

⌘NNLL = 4

Z p
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"
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✓
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◆2

�(2)

cusp

#
. (3.53)

Also, in general one finds di↵erences depending on how the RG equations are solved.

As already mentioned, performing resummation to a given order in Laplace space and then

inverting the Laplace transform, gives results that di↵er beyond the order one is working

compared to solving the RG equations directly in thrust space. A second example is that

resumming the thrust distribution d�/d⌧ 0 (by setting the scales to the characteristic scales

of the distribution) and then computing ⌃(⌧) by integrating over 0 < ⌧ 0 < ⌧ yields results

that again di↵er at higher logarithmic order from those obtained by directly resumming the

distribution ⌃(⌧). For a detailed discussion of di↵erences in logarithmic counting, see [57].

This existence of di↵erent conventions needs to be kept in mind in the next section

when comparing the results obtained from an automated SCET resummation with the

analytical results. In particular, a consistent comparison between di↵erent approaches can

be only performed up to formally subleading terms.
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Resummation is just product of exponentials
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The goal is to compute each of the transfer functions through a MC algorithm defined

uniquely in terms of either soft or collinear fields, in a way that is similar to Section 2.

We will show in Section 4.2 that in the framework of SCET one can compute each of the
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The goal is to compute each of the transfer functions through a MC algorithm defined

uniquely in terms of either soft or collinear fields, in a way that is similar to Section 2.

We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, µ) and FS(⌧s, µ) through a separate MC. This ensures that all

observable dependence is restricted to the numerical MC algorithm.

The computation of Eqs. (4.4) via MC methods requires that each can be obtained in

4 dimensions by recursively computing real emissions. This relies on two important facts:

First, the transfer function has to be determined entirely through the real radiation, and

second, each contribution needs to be finite in 4 dimensions. The first fact is trivially

satisfied, since in the ratios ⌃F (⌧)/⌃max
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The second requirement deserves some closer investigation.

The IR divergences cancel quite trivially in the ratio ⌃F (⌧)/⌃max
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(�⌧), since the nu-

merator and denominator include the same unresolved real radiation (for rIRC safe observ-

ables). However, as we discussed in Section 3.1 and contrary to full QCD, in the standard

formulation of SCET real radiation is UV divergent. The resulting UV divergences of the

real radiation appear both in the soft and in the jet functions and they cancel entirely

only in their combination to give the physical cross section. The existence of the above

divergences is a feature of the e↵ective theory formulation in which the UV bounds of the
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(�⌧), since the nu-

merator and denominator include the same unresolved real radiation (for rIRC safe observ-

ables). However, as we discussed in Section 3.1 and contrary to full QCD, in the standard

formulation of SCET real radiation is UV divergent. The resulting UV divergences of the

real radiation appear both in the soft and in the jet functions and they cancel entirely

only in their combination to give the physical cross section. The existence of the above

divergences is a feature of the e↵ective theory formulation in which the UV bounds of the

theory are completely integrated out into Wilson coe�cients. This guarantees that each of

the soft and jet functions only depends on a single characteristic scale, which allows for the

resummation of the dominant logarithmic terms via RG equations. In the usual formula-

tion of SCET the UV divergences from the real radiation are regulated using dimensional
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Individual transfer functions contains UV divergences

where yij denotes both yqg and yq̄g. They are shown graphically in Fig 2a). Clearly, neither

of the two Mandelstam variables can exceed the physical bound set by the total energy in

the event Q2, and therefore the phase space integration over each variable is bounded from

above.
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Figure 2: The regions of phase space contributing to the various pieces. In a) we show the phase
space region of full QCD, in b) that of the soft function, and in c) and d) the region of the jet
functions.

The phase space boundary of the soft function in SCET is obtained by expanding the

full QCD phase space boundary about the limit yqg, yq̄g ⌧ 1. This gives

Soft :

Z
dyqg dyq̄g ⇥[min(yqg, yq̄g) < ⌧ ]⇥[0 < yij ] , (3.11)

which is shown graphically in Fig 2b). This implies that the larger of the two Mandelstam

variables yqg or yq̄g is unbounded from above, leading to a UV divergence.

The first collinear limit is obtained by taking the limit yqg ⌧ yq̄g ⇠ 1 (the second is

the same under the replacement yqg $ yq̄g). This gives

Coll1 :

Z
dyqg dyq̄g ⇥[min(yqg, 1� yq̄g) < ⌧ ]⇥[0 < yq̄g < 1]⇥[0 < yqg] . (3.12)

The collinear regions are shown by the hatched region in Fig 2 c) and d). In this case both

variables are bounded from above, just as in the case of the full theory. However, adding the

soft and collinear regions naively, leads to a double counting of the soft-collinear region [54],

which is handled in SCET by subtracting a 0-bin region from the collinear integrals, which

is nothing but the soft limit of the collinear integral. The soft limit of the first collinear

phase space region (with the obvious replacement to the obtain the soft limit of the second

collinear phase space region) is given by

0� bin1 :

Z
dyqg dyq̄g ⇥[0 < yqg < ⌧ ]⇥[0 < yq̄g] , (3.13)

such that the integral over yq̄g is again unbounded from above, leading to a UV divergence.

Diagrammatically, the 0-bin regions are summarized by the gray region in Fig. 2 c) and d).

While UV divergences are present in SCET as just discussed, each of the terms in

the factorization formula Eq. (3.5) is IRC finite. Thus all divergences are of UV origin

and are removed by renormalization. The renormalization of the UV divergences leads to

renormalization group equations (RGE) for each component. As already discussed, each
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The soft and jet functions that appear in the above factorization theorems have the

operator definition [47,49–52]

S(⌧s;µ) =
1

Nc

Trh0|Ȳ †
n̄ (0)Y

†
n (0)�(⌧s � Vsoft)Yn(0)Ȳn̄(0)|0i ,

Jn(⌧n;µ) =

Z
dl+

2⇡
Jn(⌧n, l

+;µ) ,

Jn̄(⌧n̄;µ) =

Z
dl�

2⇡
Jn̄(⌧n̄, l

�;µ) , (3.8)

where

Jn(⌧n, l
+;µ)

/n
↵�

2
=

1

Nc

Tr

Z
d4x eil·xh0|�n,↵(x)�(⌧n � Vn)�̄n,�(0)|0i ,

Jn̄(⌧n̄, l
�;µ)

/̄n
↵�

2
=

1

Nc

Tr

Z
d4x eil·xh0|�̄n̄,�(x)�(⌧n̄ � Vn̄)�n̄,↵(0)|0i , (3.9)

and Yn(x) denotes a soft Wilson line along the n direction. Vsoft, Vn and Vn̄ denote the

expression of either thrust V or the simple observable Vmax as function of the final state

momenta in the soft and collinear approximations, respectively. For notational simplicity,

from now on we will omit the trace operation as well as the 1/Nc prefactor in the color

average of the above expressions, which will be understood in the rest of this article.

3.1 Resummation via Renormalization group equations

Once a factorization theorem has been obtained, one can use the renormalization group

equations to resum the logarithmic dependence in the various contributions to the factorized

cross sections. For this to work, it is crucial that each contribution depends kinematically

on only a single scale µF . This ensures that the logarithmic dependence in each contribution

is directly tied to the dependence on the renormalization scale, since it can only occur in

the form ln(µ/µF ). It immediately follows that each contribution is free from logarithmic

dependence if one chooses µ = µF (the initial condition), and that the logarithms can be

resummed using the RG equations.

Before we discuss this in more detail, we take a short digression and discuss a feature

of SCET that will be important later. In SCET, both the physical phase space and the

observable’s measurement function are expanded out according to the scaling of soft and

collinear modes, since it ensures that each ingredient in the factorization formula depends

on only a single scale4. Written in terms of the invariants yqg = sqg/Q2 and yq̄g = sq̄g/Q2,

the matrix element squared of the real radiation behaves as 1/(yqgyq̄g), such that diver-

gences arise both in the IR (y ! 0) or UV (y ! 1) limit. To understand the consequences

of this, we investigate the phase space boundary of a single emission, which are given in

full QCD as

QCD :

Z
dyqg dyq̄g ⇥[min(yqg, yq̄g, 1� yqg � yq̄g) < ⌧ ]⇥[0 < yij < 1] , (3.10)

4
An exception is given by some observables which require the introduction of an additional regulator

to handle the rapidity divergences, which are classified as SCETII problems [53]. In this case soft and jet

functions will generally depend on two scales. This fact does not a↵ect the treatment we present in the rest

of this article, as our final formulation of the resummation in Section 4 equally applies to both cases.
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The phase space boundary of the soft function in SCET is obtained by expanding the

full QCD phase space boundary about the limit yqg, yq̄g ⌧ 1. This gives

Soft :

Z
dyqg dyq̄g ⇥[min(yqg, yq̄g) < ⌧ ]⇥[0 < yij ] , (3.11)

which is shown graphically in Fig 2b). This implies that the larger of the two Mandelstam

variables yqg or yq̄g is unbounded from above, leading to a UV divergence.

The first collinear limit is obtained by taking the limit yqg ⌧ yq̄g ⇠ 1 (the second is

the same under the replacement yqg $ yq̄g). This gives
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Z
dyqg dyq̄g ⇥[min(yqg, 1� yq̄g) < ⌧ ]⇥[0 < yq̄g < 1]⇥[0 < yqg] . (3.12)

The collinear regions are shown by the hatched region in Fig 2 c) and d). In this case both

variables are bounded from above, just as in the case of the full theory. However, adding the

soft and collinear regions naively, leads to a double counting of the soft-collinear region [54],

which is handled in SCET by subtracting a 0-bin region from the collinear integrals, which

is nothing but the soft limit of the collinear integral. The soft limit of the first collinear

phase space region (with the obvious replacement to the obtain the soft limit of the second

collinear phase space region) is given by

0� bin1 :

Z
dyqg dyq̄g ⇥[0 < yqg < ⌧ ]⇥[0 < yq̄g] , (3.13)

such that the integral over yq̄g is again unbounded from above, leading to a UV divergence.

Diagrammatically, the 0-bin regions are summarized by the gray region in Fig. 2 c) and d).

While UV divergences are present in SCET as just discussed, each of the terms in

the factorization formula Eq. (3.5) is IRC finite. Thus all divergences are of UV origin

and are removed by renormalization. The renormalization of the UV divergences leads to

renormalization group equations (RGE) for each component. As already discussed, each
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variables are bounded from above, just as in the case of the full theory. However, adding the

soft and collinear regions naively, leads to a double counting of the soft-collinear region [54],

which is handled in SCET by subtracting a 0-bin region from the collinear integrals, which
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phase space region (with the obvious replacement to the obtain the soft limit of the second

collinear phase space region) is given by
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The phase space boundary of the soft function in SCET is obtained by expanding the

full QCD phase space boundary about the limit yqg, yq̄g ⌧ 1. This gives

Soft :

Z
dyqg dyq̄g ⇥[min(yqg, yq̄g) < ⌧ ]⇥[0 < yij ] , (3.11)

which is shown graphically in Fig 2b). This implies that the larger of the two Mandelstam

variables yqg or yq̄g is unbounded from above, leading to a UV divergence.

The first collinear limit is obtained by taking the limit yqg ⌧ yq̄g ⇠ 1 (the second is

the same under the replacement yqg $ yq̄g). This gives

Coll1 :
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The collinear regions are shown by the hatched region in Fig 2 c) and d). In this case both

variables are bounded from above, just as in the case of the full theory. However, adding the

soft and collinear regions naively, leads to a double counting of the soft-collinear region [54],

which is handled in SCET by subtracting a 0-bin region from the collinear integrals, which
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such that the integral over yq̄g is again unbounded from above, leading to a UV divergence.

Diagrammatically, the 0-bin regions are summarized by the gray region in Fig. 2 c) and d).

While UV divergences are present in SCET as just discussed, each of the terms in

the factorization formula Eq. (3.5) is IRC finite. Thus all divergences are of UV origin

and are removed by renormalization. The renormalization of the UV divergences leads to

renormalization group equations (RGE) for each component. As already discussed, each
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The soft and jet functions that appear in the above factorization theorems have the

operator definition [47,49–52]

S(⌧s;µ) =
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Trh0|Ȳ †
n̄ (0)Y

†
n (0)�(⌧s � Vsoft)Yn(0)Ȳn̄(0)|0i ,
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Z
dl+

2⇡
Jn(⌧n, l

+;µ) ,

Jn̄(⌧n̄;µ) =

Z
dl�
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Jn̄(⌧n̄, l

�;µ) , (3.8)

where
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/n
↵�

2
=

1

Nc
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Z
d4x eil·xh0|�n,↵(x)�(⌧n � Vn)�̄n,�(0)|0i ,

Jn̄(⌧n̄, l
�;µ)

/̄n
↵�

2
=

1

Nc

Tr

Z
d4x eil·xh0|�̄n̄,�(x)�(⌧n̄ � Vn̄)�n̄,↵(0)|0i , (3.9)

and Yn(x) denotes a soft Wilson line along the n direction. Vsoft, Vn and Vn̄ denote the

expression of either thrust V or the simple observable Vmax as function of the final state

momenta in the soft and collinear approximations, respectively. For notational simplicity,

from now on we will omit the trace operation as well as the 1/Nc prefactor in the color

average of the above expressions, which will be understood in the rest of this article.

3.1 Resummation via Renormalization group equations

Once a factorization theorem has been obtained, one can use the renormalization group

equations to resum the logarithmic dependence in the various contributions to the factorized

cross sections. For this to work, it is crucial that each contribution depends kinematically

on only a single scale µF . This ensures that the logarithmic dependence in each contribution

is directly tied to the dependence on the renormalization scale, since it can only occur in
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dependence if one chooses µ = µF (the initial condition), and that the logarithms can be
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the matrix element squared of the real radiation behaves as 1/(yqgyq̄g), such that diver-

gences arise both in the IR (y ! 0) or UV (y ! 1) limit. To understand the consequences

of this, we investigate the phase space boundary of a single emission, which are given in

full QCD as

QCD :

Z
dyqg dyq̄g ⇥[min(yqg, yq̄g, 1� yqg � yq̄g) < ⌧ ]⇥[0 < yij < 1] , (3.10)

4
An exception is given by some observables which require the introduction of an additional regulator

to handle the rapidity divergences, which are classified as SCETII problems [53]. In this case soft and jet

functions will generally depend on two scales. This fact does not a↵ect the treatment we present in the rest

of this article, as our final formulation of the resummation in Section 4 equally applies to both cases.
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The phase space boundary of the soft function in SCET is obtained by expanding the

full QCD phase space boundary about the limit yqg, yq̄g ⌧ 1. This gives

Soft :

Z
dyqg dyq̄g ⇥[min(yqg, yq̄g) < ⌧ ]⇥[0 < yij ] , (3.11)

which is shown graphically in Fig 2b). This implies that the larger of the two Mandelstam

variables yqg or yq̄g is unbounded from above, leading to a UV divergence.

The first collinear limit is obtained by taking the limit yqg ⌧ yq̄g ⇠ 1 (the second is

the same under the replacement yqg $ yq̄g). This gives
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The collinear regions are shown by the hatched region in Fig 2 c) and d). In this case both

variables are bounded from above, just as in the case of the full theory. However, adding the

soft and collinear regions naively, leads to a double counting of the soft-collinear region [54],

which is handled in SCET by subtracting a 0-bin region from the collinear integrals, which

is nothing but the soft limit of the collinear integral. The soft limit of the first collinear

phase space region (with the obvious replacement to the obtain the soft limit of the second

collinear phase space region) is given by

0� bin1 :

Z
dyqg dyq̄g ⇥[0 < yqg < ⌧ ]⇥[0 < yq̄g] , (3.13)

such that the integral over yq̄g is again unbounded from above, leading to a UV divergence.

Diagrammatically, the 0-bin regions are summarized by the gray region in Fig. 2 c) and d).

While UV divergences are present in SCET as just discussed, each of the terms in

the factorization formula Eq. (3.5) is IRC finite. Thus all divergences are of UV origin

and are removed by renormalization. The renormalization of the UV divergences leads to

renormalization group equations (RGE) for each component. As already discussed, each
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This	gives	SCET	with	two	UV	regulators	(just	like	SCETII	with	
rapidity	regulator).	
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4.1.1 The soft and jet functions at one loop

Consider the soft function of the factorization theorem given in Eq. (3.2) or Eq. (3.4). The

virtual contribution (plus its conjugate) is given by

S
(V)

bare
(⌧s;µ) = �2g2sCFn · n̄µ

2✏

Z
ddk

(2⇡)d
1

n · k

1

n̄ · k

1

k2
�(⌧s) = 0 . (4.7)

This integral is scaleless and therefore vanishes, hence setting ✏UV = ✏IR.

The real contribution to the soft function is obtained by cutting the gluon propagator

and imposing that the contribution to thrust from the real emission is smaller than ⌧s.

This gives (remember that we impose k
+
, k

�
< ⇤)

Sbare(⌧s;µ,⇤) = �(⌧s) + 2g2sµ
2✏
CF n·n̄ Q

Z
ddk

(2⇡)d
(2⇡)�(k2)

1

n · k

1

n̄ · k
�
�
min(k+, k�)�Q⌧s

�

= �(⌧s) + CF

↵s

⇡
Q(⌧sQ)�1�✏

µ
2✏

(4⇡)✏

�(1� ✏)

Z
⇤

⌧sQ

dk
�

(k�)1+✏
+ {k

�
! k

+
}

�

= �(⌧s) + 2CF

↵s

⇡

✓
µ

Q

◆2✏

(⌧s)
�1�✏

"
(⌧s)

�✏
�

✓
⇤

Q

◆�✏
#

(4⇡)✏

�(1� ✏)

1

✏
. (4.8)

After renormalization, we take the Laplace transform and expand in ↵s. We obtain

S̃bare(u;µ,⇤) = 1 + CF

↵s

⇡


1

✏2
+ 2

✓
ln

Q

⇤
+ ln

µ

Q

◆
1

✏
� 2 ln

Q

⇤
ln

u0

u
� ln2

u0

u

+

✓
�
⇡
2

4
+ ln2

Q

⇤
+ 4 ln

Q

⇤
ln

µ

Q
+ 2 ln2

µ

Q

◆�

= 1 + CF

↵s

⇡


1

✏2
+

2

✏
ln

µ

⇤
� ln2

Qu0

⇤u
+ 2 ln2

µ

⇤
�

⇡
2

4

�
. (4.9)

From the above expression one can see that the soft function does not contain any loga-

rithmically enhanced terms at the characteristic scales

µS = ⇤S =
Qu0

u
. (4.10)

Next, we consider the jet function along the direction n
µ. The virtual contributions

is again scaleless (also for the zero-bin subtraction) and thus vanishes, so the only non-

zero contribution is obtained by cutting the gluon propagator. The collinear diagrams are

una↵ected by the extra UV regulator, since their integrals are cut o↵ by the scale Q. Thus,

we find the same result as in Eq. (3.30), which we repeat here for convenience

J̃
coll

n bare(u;µ) = 1 + CF

↵s

⇡

2

4 1

✏2
+

3

4
+ ln µ

2
u

Q2u0

✏
+

1

4

✓
3 + 2 ln

µ
2
u

Q2u0

◆
ln

µ
2
u

Q2u0
+

7

4
�

⇡
2

6

3

5 .

(4.11)

However, unlike in common dimensional regularization, in the zero-bin subtraction corre-

sponding to the diagrams (a) and (c) of Figure 2 (obtained by taking the limit k ⌧ l) the
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k
� component is cut o↵ by ⇤, hence giving
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The jet function does not contain any logarithmically enhanced terms at the characteristic
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By combining the soft function Eq. (4.9) and two jet functions (Eq. (4.13) plus the

analogous contribution for the direction n̄
µ) one sees that the dependence on the cuto↵ ⇤

cancel, and that the result coincides with the usual SCET result obtained in pure dimen-

sional regularization. The new regularization scheme that we have introduced, therefore,

only changes the expression of the soft and jet function while leaving their combination in

the physical cross section unchanged.

One can now proceed to write the RG equations for the soft and jet function. Since

there are now two scales characterizing the UV structure of the theory, one needs to write

two separate evolution equations for each subprocess, the first of which describes the evolu-

tion in the dimensional regularization scale µ and the second one describes the dependence

on the UV cuto↵ ⇤. This is in spirit similar to what happens in SCETII problems [25]

where a rapidity regulator is introduced to regularize the additional UV divergence of the

real radiation [27–30]. In fact, the same conclusions that follow would apply in that case.
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After renormalization, we take the Laplace transform and expand in ↵s. We obtain
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From the above expression one can see that the soft function does not contain any loga-

rithmically enhanced terms at the characteristic scales

µS = ⇤S =
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Next, we consider the jet function along the direction n
µ. The virtual contributions

is again scaleless (also for the zero-bin subtraction) and thus vanishes, so the only non-

zero contribution is obtained by cutting the gluon propagator. The collinear diagrams are

una↵ected by the extra UV regulator, since their integrals are cut o↵ by the scale Q. Thus,

we find the same result as in Eq. (3.30), which we repeat here for convenience
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However, unlike in common dimensional regularization, in the zero-bin subtraction corre-

sponding to the diagrams (a) and (c) of Figure 2 (obtained by taking the limit k ⌧ l) the
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Putting everything together and renormalizing the strong coupling, we obtain the following

result for the one-loop jet function in Laplace space
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The jet function does not contain any logarithmically enhanced terms at the characteristic

scales
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By combining the soft function Eq. (4.9) and two jet functions (Eq. (4.13) plus the

analogous contribution for the direction n̄
µ) one sees that the dependence on the cuto↵ ⇤

cancel, and that the result coincides with the usual SCET result obtained in pure dimen-

sional regularization. The new regularization scheme that we have introduced, therefore,

only changes the expression of the soft and jet function while leaving their combination in

the physical cross section unchanged.

One can now proceed to write the RG equations for the soft and jet function. Since

there are now two scales characterizing the UV structure of the theory, one needs to write

two separate evolution equations for each subprocess, the first of which describes the evolu-

tion in the dimensional regularization scale µ and the second one describes the dependence

on the UV cuto↵ ⇤. This is in spirit similar to what happens in SCETII problems [25]

where a rapidity regulator is introduced to regularize the additional UV divergence of the

real radiation [27–30]. In fact, the same conclusions that follow would apply in that case.
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result for the one-loop jet function in Laplace space
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The jet function does not contain any logarithmically enhanced terms at the characteristic

scales

µJ =
Q
p
u0

p
u

⇤J = Q . (4.14)

By combining the soft function Eq. (4.9) and two jet functions (Eq. (4.13) plus the

analogous contribution for the direction n̄
µ) one sees that the dependence on the cuto↵ ⇤

cancel, and that the result coincides with the usual SCET result obtained in pure dimen-

sional regularization. The new regularization scheme that we have introduced, therefore,

only changes the expression of the soft and jet function while leaving their combination in

the physical cross section unchanged.

One can now proceed to write the RG equations for the soft and jet function. Since

there are now two scales characterizing the UV structure of the theory, one needs to write

two separate evolution equations for each subprocess, the first of which describes the evolu-

tion in the dimensional regularization scale µ and the second one describes the dependence

on the UV cuto↵ ⇤. This is in spirit similar to what happens in SCETII problems [25]

where a rapidity regulator is introduced to regularize the additional UV divergence of the

real radiation [27–30]. In fact, the same conclusions that follow would apply in that case.
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After renormalization, we take the Laplace transform and expand in ↵s. We obtain
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From the above expression one can see that the soft function does not contain any loga-

rithmically enhanced terms at the characteristic scales

µS = ⇤S =
Qu0

u
. (4.10)

Next, we consider the jet function along the direction n
µ. The virtual contributions

is again scaleless (also for the zero-bin subtraction) and thus vanishes, so the only non-

zero contribution is obtained by cutting the gluon propagator. The collinear diagrams are

una↵ected by the extra UV regulator, since their integrals are cut o↵ by the scale Q. Thus,

we find the same result as in Eq. (3.30), which we repeat here for convenience
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However, unlike in common dimensional regularization, in the zero-bin subtraction corre-

sponding to the diagrams (a) and (c) of Figure 2 (obtained by taking the limit k ⌧ l) the
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Putting everything together and renormalizing the strong coupling, we obtain the following

result for the one-loop jet function in Laplace space
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The jet function does not contain any logarithmically enhanced terms at the characteristic

scales

µJ =
Q
p
u0

p
u

⇤J = Q . (4.14)

By combining the soft function Eq. (4.9) and two jet functions (Eq. (4.13) plus the

analogous contribution for the direction n̄
µ) one sees that the dependence on the cuto↵ ⇤

cancel, and that the result coincides with the usual SCET result obtained in pure dimen-

sional regularization. The new regularization scheme that we have introduced, therefore,

only changes the expression of the soft and jet function while leaving their combination in

the physical cross section unchanged.

One can now proceed to write the RG equations for the soft and jet function. Since

there are now two scales characterizing the UV structure of the theory, one needs to write

two separate evolution equations for each subprocess, the first of which describes the evolu-

tion in the dimensional regularization scale µ and the second one describes the dependence

on the UV cuto↵ ⇤. This is in spirit similar to what happens in SCETII problems [25]

where a rapidity regulator is introduced to regularize the additional UV divergence of the

real radiation [27–30]. In fact, the same conclusions that follow would apply in that case.
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After renormalization, we take the Laplace transform and expand in ↵s. We obtain
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From the above expression one can see that the soft function does not contain any loga-

rithmically enhanced terms at the characteristic scales

µS = ⇤S =
Qu0
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. (4.10)

Next, we consider the jet function along the direction n
µ. The virtual contributions

is again scaleless (also for the zero-bin subtraction) and thus vanishes, so the only non-

zero contribution is obtained by cutting the gluon propagator. The collinear diagrams are

una↵ected by the extra UV regulator, since their integrals are cut o↵ by the scale Q. Thus,

we find the same result as in Eq. (3.30), which we repeat here for convenience
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However, unlike in common dimensional regularization, in the zero-bin subtraction corre-

sponding to the diagrams (a) and (c) of Figure 2 (obtained by taking the limit k ⌧ l) the
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Putting everything together and renormalizing the strong coupling, we obtain the following

result for the one-loop jet function in Laplace space
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The jet function does not contain any logarithmically enhanced terms at the characteristic

scales
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By combining the soft function Eq. (4.9) and two jet functions (Eq. (4.13) plus the

analogous contribution for the direction n̄
µ) one sees that the dependence on the cuto↵ ⇤

cancel, and that the result coincides with the usual SCET result obtained in pure dimen-

sional regularization. The new regularization scheme that we have introduced, therefore,

only changes the expression of the soft and jet function while leaving their combination in

the physical cross section unchanged.

One can now proceed to write the RG equations for the soft and jet function. Since

there are now two scales characterizing the UV structure of the theory, one needs to write

two separate evolution equations for each subprocess, the first of which describes the evolu-

tion in the dimensional regularization scale µ and the second one describes the dependence

on the UV cuto↵ ⇤. This is in spirit similar to what happens in SCETII problems [25]

where a rapidity regulator is introduced to regularize the additional UV divergence of the

real radiation [27–30]. In fact, the same conclusions that follow would apply in that case.

– 28 –

Characteristic scales

One finds for the soft and jet functions6
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where the lower bound of the ⇤ RGE arises from the fact that the corresponding anomalous

dimension vanishes at this scale, which occurs at

µ =

r
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µF , with F = S, J . (4.16)

From the system of equations (4.15) is now clear that the ⇤ dependence cancels in the

combination of the soft and two jet functions at a given µ.

One can now solve the RG equations by evolving the jet and soft functions simulta-
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taking the derivatives with respect to lnµ and ln⇤ commutes, this evolution is indepen-
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From Eq. (4.20) we observe that the evolution of the jet function now starts at NLL.

All double logarithms are entirely contained in the soft function, contrary to the case of

standard SCET, where both the soft and jet function contained double logarithmic terms

when evolved to the hard scale. However, as shown in Appendix B once the soft and

jet functions are combined into a physical cross section, the logarithmic terms in the two

formulations of SCET agree to all orders in perturbation theory, and one reproduces again

6We have renormalized the ⇤ anomalous dimension by using the fact that the derivatives in µ and ⇤

commute.
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Anomalous dimensions in both μ and Λ



This	gives	SCET	with	two	UV	regulators	(just	like	SCETII	with	
rapidity	regulator).	

11

4.1.1 The soft and jet functions at one loop

Consider the soft function of the factorization theorem given in Eq. (3.2) or Eq. (3.4). The

virtual contribution (plus its conjugate) is given by
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This integral is scaleless and therefore vanishes, hence setting ✏UV = ✏IR.

The real contribution to the soft function is obtained by cutting the gluon propagator

and imposing that the contribution to thrust from the real emission is smaller than ⌧s.
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After renormalization, we take the Laplace transform and expand in ↵s. We obtain
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From the above expression one can see that the soft function does not contain any loga-

rithmically enhanced terms at the characteristic scales

µS = ⇤S =
Qu0

u
. (4.10)

Next, we consider the jet function along the direction n
µ. The virtual contributions

is again scaleless (also for the zero-bin subtraction) and thus vanishes, so the only non-

zero contribution is obtained by cutting the gluon propagator. The collinear diagrams are

una↵ected by the extra UV regulator, since their integrals are cut o↵ by the scale Q. Thus,

we find the same result as in Eq. (3.30), which we repeat here for convenience
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However, unlike in common dimensional regularization, in the zero-bin subtraction corre-

sponding to the diagrams (a) and (c) of Figure 2 (obtained by taking the limit k ⌧ l) the
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Putting everything together and renormalizing the strong coupling, we obtain the following

result for the one-loop jet function in Laplace space
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The jet function does not contain any logarithmically enhanced terms at the characteristic

scales

µJ =
Q
p
u0

p
u

⇤J = Q . (4.14)

By combining the soft function Eq. (4.9) and two jet functions (Eq. (4.13) plus the

analogous contribution for the direction n̄
µ) one sees that the dependence on the cuto↵ ⇤

cancel, and that the result coincides with the usual SCET result obtained in pure dimen-

sional regularization. The new regularization scheme that we have introduced, therefore,

only changes the expression of the soft and jet function while leaving their combination in

the physical cross section unchanged.

One can now proceed to write the RG equations for the soft and jet function. Since

there are now two scales characterizing the UV structure of the theory, one needs to write

two separate evolution equations for each subprocess, the first of which describes the evolu-

tion in the dimensional regularization scale µ and the second one describes the dependence

on the UV cuto↵ ⇤. This is in spirit similar to what happens in SCETII problems [25]

where a rapidity regulator is introduced to regularize the additional UV divergence of the

real radiation [27–30]. In fact, the same conclusions that follow would apply in that case.
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Putting everything together and renormalizing the strong coupling, we obtain the following
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The jet function does not contain any logarithmically enhanced terms at the characteristic

scales
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By combining the soft function Eq. (4.9) and two jet functions (Eq. (4.13) plus the

analogous contribution for the direction n̄
µ) one sees that the dependence on the cuto↵ ⇤

cancel, and that the result coincides with the usual SCET result obtained in pure dimen-
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where the lower bound of the ⇤ RGE arises from the fact that the corresponding anomalous
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From the system of equations (4.15) is now clear that the ⇤ dependence cancels in the
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ŨF (u;µ,⇤, µF ,⇤F ) = Ũ
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From Eq. (4.20) we observe that the evolution of the jet function now starts at NLL.

All double logarithms are entirely contained in the soft function, contrary to the case of

standard SCET, where both the soft and jet function contained double logarithmic terms

when evolved to the hard scale. However, as shown in Appendix B once the soft and

jet functions are combined into a physical cross section, the logarithmic terms in the two

formulations of SCET agree to all orders in perturbation theory, and one reproduces again

6We have renormalized the ⇤ anomalous dimension by using the fact that the derivatives in µ and ⇤

commute.
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From Eq. (4.20) we observe that the evolution of the jet function now starts at NLL.

All double logarithms are entirely contained in the soft function, contrary to the case of

standard SCET, where both the soft and jet function contained double logarithmic terms

when evolved to the hard scale. However, as shown in Appendix B once the soft and

jet functions are combined into a physical cross section, the logarithmic terms in the two

formulations of SCET agree to all orders in perturbation theory, and one reproduces again

6We have renormalized the ⇤ anomalous dimension by using the fact that the derivatives in µ and ⇤

commute.
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Anomalous dimensions in both μ and Λ

Note that jet function is single logarithmic
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theorem (3.2) for the thrust event shape that can be recast as (note that we drop the �B

dependence form now on)

⌃(⌧) = H

Z
d⌧n⌃

0
Jn
(⌧n, µ)

Z
d⌧n̄⌃

0
Jn̄
(⌧n̄, µ)

Z
d⌧s⌃

0
S(⌧s, µ) ⇥[⌧ � ⌧n � ⌧n̄ � ⌧s], (4.1)

where we expressed the soft and jet functions as (with F = S, Jn, Jn̄)

F (⌧F , µ) ⌘ ⌃0
F (⌧F , µ) =

d⌃F (⌧F )

d⌧F
. (4.2)

Next, we define

⌃F (⌧F , µ) ⌘ ⌃max

F (⌧, µ)FF (⌧F , ⌧, µ) . (4.3)

with

FF (⌧F , ⌧, µ) =
⌃max

F
(�⌧, µ)

⌃max

F
(⌧, µ)

⌃F (⌧F , µ)

⌃max

F
(�⌧, µ)

. (4.4)

This allows us to write

⌃(⌧) = ⌃max(⌧)

Z
d⌧nF

0
Jn
(⌧n, µ)

Z
d⌧n̄F

0
Jn̄
(⌧n̄, µ)

Z
d⌧sF

0
S(⌧s, µ) ⇥[⌧ � ⌧n � ⌧n̄ � ⌧s] .

(4.5)

The goal is to compute each of the transfer functions through a MC algorithm defined

uniquely in terms of either soft or collinear fields, in a way that is similar to Section 2.

We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, µ) and FS(⌧s, µ) through a separate MC. This ensures that all

observable dependence is restricted to the numerical MC algorithm.

The computation of Eqs. (4.4) via MC methods requires that each can be obtained in

4 dimensions by recursively computing real emissions. This relies on two important facts:

First, the transfer function has to be determined entirely through the real radiation, and

second, each contribution needs to be finite in 4 dimensions. The first fact is trivially

satisfied, since in the ratios ⌃F (⌧)/⌃max

F
(�⌧) the purely virtual corrections cancel exactly.

The second requirement deserves some closer investigation.

The IR divergences cancel quite trivially in the ratio ⌃F (⌧)/⌃max

F
(�⌧), since the nu-

merator and denominator include the same unresolved real radiation (for rIRC safe observ-

ables). However, as we discussed in Section 3.1 and contrary to full QCD, in the standard

formulation of SCET real radiation is UV divergent. The resulting UV divergences of the

real radiation appear both in the soft and in the jet functions and they cancel entirely

only in their combination to give the physical cross section. The existence of the above

divergences is a feature of the e↵ective theory formulation in which the UV bounds of the

theory are completely integrated out into Wilson coe�cients. This guarantees that each of

the soft and jet functions only depends on a single characteristic scale, which allows for the

resummation of the dominant logarithmic terms via RG equations. In the usual formula-

tion of SCET the UV divergences from the real radiation are regulated using dimensional
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1) To compute transfer function at NkLL, need ingredients at Nk-1LL

Double logarithmic structure same for Σ and Σmax, one power of log 
cancels

⌃max(v) F(v)

[nPC(j)]sc [nPC(j)]⇢sc [nPC(j)]sc [nPC(j)]⇢sc

LL n+ j  1 – – –

NLL n+ j  2 n+ j  1 n+ j  1 –

NNLL n+ j  3 n+ j  2 n+ j  2 n+ j  1

NkLL n+ j  k + 1 n+ j  k n+ j  k n+ j  k � 1

Table 1: The order at which the various nPC(j) are required for the computation of ⌃max(v) and
F(v).

Note that the above discussion holds to any logarithmic accuracy. To go to a given

order in the resummation of ⌃(v) or ⌃max(v) one needs to rewrite the full matrix element

in terms of the nPC(j) blocks, and only keep the blocks that are relevant at the desired

logarithmic order.

For the two ratios required in the transfer function Eq. (2.5), the argument of the

numerator and denominator scale with the observable v. This implies that to compute the

ratio to a given logarithmic accuracy, one needs the numerator and denominator at one

logarithmic order lower [11, 14]. To understand this fact better, let us consider the first

ratio in Eq. (2.5) as an example. At NLL order, we can write ⌃max(v) = exp[Lvg1(↵sLv)+

g2(↵sLv)], where Lx = ln(1/x). We find

⌃max(�v)

⌃max(v)
= exp {L�vg1(↵sL�v)� Lvg1(↵sLv) + g2(↵sL�v)� g2(↵sLv)}

= exp
�
L�

⇥
g1(↵sLv) + ↵sLvg

0
1(↵sLv)

⇤
+ . . .

 
, (2.19)

where we have dropped all terms contributing beyond NLL. One can clearly see that the

result depends only on the LL function g1(↵sLv), such that each term is only required to

LL accuracy.

Furthermore, one can perform additional kinematical expansions to simplify the ex-

pressions of the nPC(j) blocks, and we decompose each block nPC(j) by singling out its

most singular (hence leading) term [nPC(j)]sc, that is obtained by taking the soft and

collinear limit of all emissions, i.e.

nPC(j) = [nPC(j)]sc + [nPC(j)]⇢sc. (2.20)

In summary, the ingredients required to a given order in logarithmic counting are sum-

marized in Table 1. In the next section we perform the calculation at NLL for the thrust

event shape.

2.2 Resumming the thrust distribution to NLL accuracy

In this section we compute all ingredients necessary to obtain ⌃(�B; ⌧) for the thrust

distribution to NLL accuracy, using Eq. (2.4). The thrust distribution is an additive
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2) Jet function is single logarithmic, does not contribute at NLL

theorem (3.2) for the thrust event shape that can be recast as (note that we drop the �B

dependence form now on)
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uniquely in terms of either soft or collinear fields, in a way that is similar to Section 2.

We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, µ) and FS(⌧s, µ) through a separate MC. This ensures that all

observable dependence is restricted to the numerical MC algorithm.

The computation of Eqs. (4.4) via MC methods requires that each can be obtained in

4 dimensions by recursively computing real emissions. This relies on two important facts:

First, the transfer function has to be determined entirely through the real radiation, and

second, each contribution needs to be finite in 4 dimensions. The first fact is trivially

satisfied, since in the ratios ⌃F (⌧)/⌃max
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(�⌧) the purely virtual corrections cancel exactly.

The second requirement deserves some closer investigation.

The IR divergences cancel quite trivially in the ratio ⌃F (⌧)/⌃max
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(�⌧), since the nu-

merator and denominator include the same unresolved real radiation (for rIRC safe observ-

ables). However, as we discussed in Section 3.1 and contrary to full QCD, in the standard

formulation of SCET real radiation is UV divergent. The resulting UV divergences of the

real radiation appear both in the soft and in the jet functions and they cancel entirely

only in their combination to give the physical cross section. The existence of the above

divergences is a feature of the e↵ective theory formulation in which the UV bounds of the

theory are completely integrated out into Wilson coe�cients. This guarantees that each of

the soft and jet functions only depends on a single characteristic scale, which allows for the

resummation of the dominant logarithmic terms via RG equations. In the usual formula-
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logarithms is of hard-collinear origin. Given that the collinear sensitivity is the same in

⌃J(v) and ⌃max

J
(v), the resulting logarithmic dependence due to the phase space bounds

cancels in their ratio, and the only logarithmic sensitivity in the jet transfer function

comes from the running coupling constant. This implies that each additional emission is

suppressed by an additional power of ↵s, such that only a finite number of emissions need

to be taken into account at a given order NkLL. In particular, to NLL accuracy, the jet

transfer function does not contribute for the reasons stated above, and one has the trivial

result
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We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, µ) and FS(⌧s, µ) through a separate MC. This ensures that all

observable dependence is restricted to the numerical MC algorithm.

The computation of Eqs. (4.4) via MC methods requires that each can be obtained in
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First, the transfer function has to be determined entirely through the real radiation, and

second, each contribution needs to be finite in 4 dimensions. The first fact is trivially

satisfied, since in the ratios ⌃F (⌧)/⌃max
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(�⌧) the purely virtual corrections cancel exactly.

The second requirement deserves some closer investigation.
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(�⌧), since the nu-

merator and denominator include the same unresolved real radiation (for rIRC safe observ-

ables). However, as we discussed in Section 3.1 and contrary to full QCD, in the standard

formulation of SCET real radiation is UV divergent. The resulting UV divergences of the

real radiation appear both in the soft and in the jet functions and they cancel entirely

only in their combination to give the physical cross section. The existence of the above

divergences is a feature of the e↵ective theory formulation in which the UV bounds of the

theory are completely integrated out into Wilson coe�cients. This guarantees that each of

the soft and jet functions only depends on a single characteristic scale, which allows for the
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suppressed by an additional power of ↵s, such that only a finite number of emissions need
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where we have evaluated the scale of the running coupling constant at kt =
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k+k�. This is

the only available choice in the soft function di↵erential in the two light-cone components,
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which can be solved with the following MC procedure:
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theorem (3.2) for the thrust event shape that can be recast as (note that we drop the �B

dependence form now on)
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where we expressed the soft and jet functions as (with F = S, Jn, Jn̄)
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Next, we define
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(4.5)

The goal is to compute each of the transfer functions through a MC algorithm defined

uniquely in terms of either soft or collinear fields, in a way that is similar to Section 2.

We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, µ) and FS(⌧s, µ) through a separate MC. This ensures that all

observable dependence is restricted to the numerical MC algorithm.

The computation of Eqs. (4.4) via MC methods requires that each can be obtained in

4 dimensions by recursively computing real emissions. This relies on two important facts:

First, the transfer function has to be determined entirely through the real radiation, and

second, each contribution needs to be finite in 4 dimensions. The first fact is trivially

satisfied, since in the ratios ⌃F (⌧)/⌃max

F
(�⌧) the purely virtual corrections cancel exactly.

The second requirement deserves some closer investigation.

The IR divergences cancel quite trivially in the ratio ⌃F (⌧)/⌃max

F
(�⌧), since the nu-

merator and denominator include the same unresolved real radiation (for rIRC safe observ-

ables). However, as we discussed in Section 3.1 and contrary to full QCD, in the standard

formulation of SCET real radiation is UV divergent. The resulting UV divergences of the

real radiation appear both in the soft and in the jet functions and they cancel entirely

only in their combination to give the physical cross section. The existence of the above

divergences is a feature of the e↵ective theory formulation in which the UV bounds of the

theory are completely integrated out into Wilson coe�cients. This guarantees that each of

the soft and jet functions only depends on a single characteristic scale, which allows for the

resummation of the dominant logarithmic terms via RG equations. In the usual formula-

tion of SCET the UV divergences from the real radiation are regulated using dimensional
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The goal is to compute each of the transfer functions through a MC algorithm defined

uniquely in terms of either soft or collinear fields, in a way that is similar to Section 2.

We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, µ) and FS(⌧s, µ) through a separate MC. This ensures that all

observable dependence is restricted to the numerical MC algorithm.

The computation of Eqs. (4.4) via MC methods requires that each can be obtained in

4 dimensions by recursively computing real emissions. This relies on two important facts:

First, the transfer function has to be determined entirely through the real radiation, and

second, each contribution needs to be finite in 4 dimensions. The first fact is trivially

satisfied, since in the ratios ⌃F (⌧)/⌃max
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(�⌧) the purely virtual corrections cancel exactly.

The second requirement deserves some closer investigation.

The IR divergences cancel quite trivially in the ratio ⌃F (⌧)/⌃max
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(�⌧), since the nu-

merator and denominator include the same unresolved real radiation (for rIRC safe observ-

ables). However, as we discussed in Section 3.1 and contrary to full QCD, in the standard

formulation of SCET real radiation is UV divergent. The resulting UV divergences of the

real radiation appear both in the soft and in the jet functions and they cancel entirely

only in their combination to give the physical cross section. The existence of the above

divergences is a feature of the e↵ective theory formulation in which the UV bounds of the

theory are completely integrated out into Wilson coe�cients. This guarantees that each of

the soft and jet functions only depends on a single characteristic scale, which allows for the

resummation of the dominant logarithmic terms via RG equations. In the usual formula-
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We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, µ) and FS(⌧s, µ) through a separate MC. This ensures that all
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uniquely in terms of either soft or collinear fields, in a way that is similar to Section 2.

We will show in Section 4.2 that in the framework of SCET one can compute each of the

transfer functions FJ(⌧n, µ) and FS(⌧s, µ) through a separate MC. This ensures that all

observable dependence is restricted to the numerical MC algorithm.

The computation of Eqs. (4.4) via MC methods requires that each can be obtained in

4 dimensions by recursively computing real emissions. This relies on two important facts:

First, the transfer function has to be determined entirely through the real radiation, and

second, each contribution needs to be finite in 4 dimensions. The first fact is trivially

satisfied, since in the ratios ⌃F (⌧)/⌃max

F
(�⌧) the purely virtual corrections cancel exactly.

The second requirement deserves some closer investigation.

The IR divergences cancel quite trivially in the ratio ⌃F (⌧)/⌃max

F
(�⌧), since the nu-

merator and denominator include the same unresolved real radiation (for rIRC safe observ-

ables). However, as we discussed in Section 3.1 and contrary to full QCD, in the standard

formulation of SCET real radiation is UV divergent. The resulting UV divergences of the

real radiation appear both in the soft and in the jet functions and they cancel entirely

only in their combination to give the physical cross section. The existence of the above

divergences is a feature of the e↵ective theory formulation in which the UV bounds of the

theory are completely integrated out into Wilson coe�cients. This guarantees that each of

the soft and jet functions only depends on a single characteristic scale, which allows for the

resummation of the dominant logarithmic terms via RG equations. In the usual formula-

tion of SCET the UV divergences from the real radiation are regulated using dimensional

– 25 –

1) To compute transfer function at NkLL, need ingredients at Nk-1LL

3) Soft function can be written as sum over all possible diagrams

⌃S(⌧s, µ) =
X

|ki

|hk|YnȲn̄|0i|2⇥(Vsoft < ⌧s))

= VS

X
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"
Y
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Z
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#
|MS(k1, . . . kn)|2 ✓(VS(k1, . . . kn) < ⌧s)

Can we simplify this if only needed to LL?
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Dropping terms that are beyond NLL (look at paper for details)
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Accept event if Σi τi < τ 

1. Start with i=0 and  τ0 = τ
2. Increase i by one
3. Generate τi randomly according to (τi-1/τi)-R’(τ) = r, with r ∈ [0,1]
4. If τi  < δτ exit algorithm, otherwise go back to step 2

Dropping terms that are beyond NLL (look at paper for details)

=

"⇣ ⌧

�⌧

⌘�R0
LL(⌧)

+

Z ⌧

�⌧

d⌧1
⌧1

✓
⌧

⌧1

◆�R0
LL(⌧)

R0
LL(⌧)

⇣ ⌧1
�⌧

⌘�R0
LL(⌧)

+ . . .

#
⇥

"
X

i

⌧i < ⌧s

#

FNLL
S (⌧s, ⌧, Q) = �R

0
LL(⌧)

1X

n=0

1

n!

 
nY

i=1

Z ⌧

�⌧

d⌧i
⌧i

R0
LL(⌧)

!
⇥

"
X

i

⌧i < ⌧s

#

FNLL
S (⌧s, ⌧, Q) =

⌃max,LL
S (�⌧)

⌃max,LL
S (⌧)

1X

n=1

1

n!

nY

i=1

Z

�⌧
[dki] |M (0)

S (ki)|2⇥[VS(k1, . . . , kn) < ⌧s]

d[(τ/τ1)-R’(τ)] / dln(τ1)

Banfi, Salam, Zanderighi (’04)

Banfi, McAslan, Monni, Zanderighi (’14)



This	finally	allows	to	obtain	the	resumma6on	at	NLL	order

17

Putting all information together, one finds

⌃NLL(⌧) = ⌃max(⌧)FNLL
S (⌧, ⌧, Q)

1. Start with i = 0 and v0 = ⌧

2. Increase i by one

3. Generate ⌧i randomly according to (⌧i�1/⌧i)�R
0
LL(�B ;⌧) = r, with r 2 [0, 1]

4. If ⌧i < �⌧ exit the algorithm, otherwise go back to step 2

If the sum over all generated ⌧i are less than ⌧ , accept the event, otherwise reject it. The

value of FNLL

S
(⌧, ⌧, Q) is equal to the fraction of the accepted events.

One can compare the result obtained in Eq. (4.31) using the MC algorithm above

to determine the transfer function F
NLL

S
(⌧, ⌧, Q) to the analytical expression, given in

Eq. (3.46). We show this comparison in Figure. 5, where we observe a perfect agreement

between the two predictions.
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Figure 5: The left figure shows the thrust cross section at NLL obtained with the Monte-Carlo
algorithm given in the text (crosses in the plot). The analytic result is reported as a solid line
for comparison. The right plot reports the comparison between numerical and analytical solutions
for the soft transfer function at the same order. The numerical results have been obtained with
ln(�) = �20.

Although the extension to the general case is beyond the scope of this article, we do

want to mention that it is possible to apply the above method to a more complicated

observable than thrust. In general, if one is able to find an SCET Lagrangian for the

simple observable and define ⌃max which by definition contains the same LL as the full

observable v, then the resummation for v can be obtained by means of a transfer function

that is defined in terms of the fields of the same Lagrangian, and can be computed via

Monte Carlo methods.

5. Conclusions and Outlook

In this work we have shown how to formulate a numerical approach to resummation in

SCET using the example of NLL resummation of the thrust distribution. This was achieved

by combining the automated CAESAR/ARES approach to resummation with the factorization

of the long distance degrees of freedom in SCET.
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This	approach	opens	door	for	resumma6on	for	a	large	class	of	
observables
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1. Find simplified observable for class of observables 

2. Compute analytical resummation to given order 

3. Run generic numerical algorithm to compute 
resummation for any observable in given class

Questions?

While I have only discussed NLL, can be extended to higher 
logarithmic accuracy


