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a DAQ for CMS-ECAL test beams:

!
• fast & stable

!

• versatile

!

• configurable

!

• handling read-outs located in different places

!
• running on conventional desktop PCs

!
!
!
!
!
Used in CERN-North Area H6 / H4 / H2 beams line, in CERN T9, and in Frascati BTF

Introduction & Motivations
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• DAQ should be 

• fast

• simple 

• modular 

• configurable


• The design will be of one program that runs all the operations 

• according to the configuration (machine dependent)

DAQ Strategy - Requirements
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• Using commercial PCs and commercial ethernet communications 

!

• Optimized for CERN-North Area delivery: ~5s spill every ~30s

• using time w/o event to complete  

slow operations  
(event building, network communications, …)


• Fast software without latency 

• Operating with CERN-SPS status informations

!

• Successfully used in other beam areas: 
- Frascati BTF 
- Cosmic muon table-top laboratory setup


Concept & Design
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5s

30s
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• SPS Delay Wire Chambers (WC), 110 mm x 110 mm, on beam axis ➔ precise impact point 
reconstruction


• Saclay Beam hodoscope, 2X- and 2 Y-planes, 32 mm x 32 mm, 0.5 mm fibers, on beam 
axis 


• Trigger counters: from 60 mm x 60 mm to 10 mm x 10 mm

• Rome hodoscope, 1 mm fibers, staggered, inside box, centered on W-CeF3 channel  

(as in Frascati)

Beam Monitoring
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Beam

New beam-pipe Wire Chambers

WC Hodo

beam-pipe 3.2m 2.1m 3.1m

W-CeF3

• Different hardware / software parts with  
specific tasks

• Each software component organized  

as a finite state machine (FSM)

• Hardware boards for analog to digital conversion

• Hardware triggers (from beam telescopes)

• Global interlock to triggers if  

read-out machines (hardware or software) are “busy”

Concept & Design

4
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• VME Acquisition:

• CAEN ® 

• LeCroy 

• …


!
• NIM

!
• Ipbus

!

• TOFPET

!

• Connection with the software

• DAQ is interfaced with Boards with  

proprietary libraries


Read-outs
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• Newly developed DAQ Software

• Infrastructure now available for all ECAL-related  

tests in H4

• 3 VME crates read out by individual PCs

• event merging, unpacking, and DQM automatically  

launched after each spill

• excellent performances of the system 
• no crash !


!
• Fast and intuitive GUI (Graphical User Interface):

• fully integrated remote table positioning


• X-Y table controlled via LabView program, interfaced to GUI

• Temperature monitored by sensors placed in various positions inside the box.  

H4 beam area AC at 18oC.  
Temperature inside box stabilized by LAUDA at 18oC (some heat produced by the PMT 
bases).


DAQ
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Progresses and Conclusions

9

• EventBuilder is working correctly

• Busy logic is working fine.

!
ToDo:

• Few small features and/or bugs to be 

fixed/implemented.

Time difference in the event of 
one spill (timestamp) in 10us

doi: 10.1088/1748-0221/10/02/C02019

doi: 10.1088/1748-0221/11/03/C03042
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• Communication among PC over ethernet networks

• Synchronous communications for acknowledging machine status 

(DAQ internal commands)

• Asynchronous communications for data stream

• Multicast (one-to-many)


!
• Using ØMQ messaging library [zeromq.org]

• open source 

Network 

6

http://zeromq.org
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• Software unit have been divide in FSM

• Each state represent precise status of the DAQ

• Changing of states are induced by SPS commands, triggers, network communication, …

• Mainly 3 FSM:

• Run Controller

• Data Readout

• Event Builder (in multi DR mode) [more on next slide]

• Data Receiver (Optional)

Finite State Machines (FSM)

7

Run Controller: 
• Control and synchronize operations from the different units

• Receive user input (from GUI or debug tools)

• Receive machine (SPS) inputs

• Report back problems

Data Readout: 
• Handles hardware boards

• Communicates and update its status to the run controller

• Reads data and send them to the event builder
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• Event in each read out is built separately and sent to the Event Builder machine

• events are efficiently matched in time

• commercial laptops have sufficient  

precision on time differences (~10μs)

• Building starts online after “spill” ends

• Raw events are saved on disk.

Event Building

8
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Example of spill
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�
5s

One of the first tests, showing the 
possibilities of aligning read outs and  
building the event with conventional  
desktops
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• Newly developed DAQ Software

• Infrastructure now available for all ECAL-related  

tests in H4

• 3 VME crates read out by individual PCs

• event merging, unpacking, and DQM automatically  

launched after each spill

• excellent performances of the system 
• no crash !


!
• Fast and intuitive GUI (Graphical User Interface):

• fully integrated remote table positioning


• X-Y table controlled via LabView program, interfaced to GUI

• Temperature monitored by sensors placed in various positions inside the box.  

H4 beam area AC at 18oC.  
Temperature inside box stabilized by LAUDA at 18oC (some heat produced by the PMT 
bases).


DAQ

162

Andrea Carlo Marini 3 Oct 2014

Progresses and Conclusions

9

• EventBuilder is working correctly

• Busy logic is working fine.

!
ToDo:

• Few small features and/or bugs to be  

fixed/implemented.

Time difference in the event of 
one spill (timestamp) in 10us

Time difference in the event of 
one spill (timestamp) in 10 μs

begin 
spill

end spill

⤸
⤸
⤸
⤸
⤸
⤸
⤸
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• Simple User Interface 

• Interfaced to LabView and web-browser:

• control position of the test-channel from control room 

• automize operation on the DAQ system

• monitor with IP webcam different read-outs

Graphical User Interface

9Marco Peruzzi (ETH Zurich) H4 DAQ network communication software

GUI  features

2

Log display 
(including remote logs 

sent via 0mq)

Run status display 
(auto-updates every 0.2s)


+ performance monitoring

FSM status display

Temperature sensors 
(data fetched from DB)

Run configuration 
and comments

DQM plots

(fetched via http)


with click-to-zoom feature

Integrated table 
position control

Blinking alarm bar + sounds

Keep-alive 
and SPS signals

Auto-stop run after desired #ev.
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Setup example
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Communication Ports
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• Online data quality monitor can be run

• with an optional pre-scale on the acquired events per spill

• allow for fast response to problems from shifter


Data Quality Monitor (DQM)
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!
!

• Analysis packages:

• modular

• can be integrated to deal with different detectors/electronics
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W/CeF3 test beam results R&D:  

• doi:10.1109/NSSMIC.2015.7581770 “High-energy electron test results of a calorimeter prototype 

based on CeF3 for HL-LHC applications” 

• doi:10.1016/j.nima.2015.09.052 “Test beam results with a sampling calorimeter of cerium fluoride 

scintillating crystals and tungsten absorber plates for calorimetry at the HL-LHC”

• doi:10.1088/1748-0221/10/07/P07002 “Beam test results for a tungsten-cerium fluoride 

sampling calorimeter with wavelength-shifting fiber readout”

• doi:10.1016/j.nima.2015.09.055 “Performance of a Tungsten-Cerium Fluoride Sampling 

Calorimeter in High-Energy Electron Beam Tests”

!
LYSO+SiPM:  

• doi:10.1016/j.nima.2016.05.030 “Detection of high energy muons with sub-20 ps timing resolution 

using L(Y)SO crystals and SiPM readout” 

• doi:10.1016/j.nima.2017.02.008 “Timing capabilities of garnet crystals for detection of high energy 

charged particles”

!

H4DAQ: a very successful data-taking!
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Talk & poster at CHEF using H4DAQ: 
• A. Massironi: “Prospects for a precision timing upgrade of the CMS PbWO crystal 

electromagnetic calorimeter for the HL-LHC”

iMCP test beam results: 

• doi:10.1088/1748-0221/12/08/C08014 “Micro-channel plates in ionization mode as a fast 

timing device for future hadron colliders”  

• arXiv:1707.08503 “Response of microchannel plates in ionization mode to single particles and 

electromagnetic showers”

• doi:10.1088/1748-0221/12/03/C03019 “A fast timing calorimetric layer using micro-channel 

plates in ionisation mode”

• doi:10.1016/j.nima.2016.05.101 “Micro-channel plates in ionization mode as a fast timing device 

for future hadron colliders”  

• doi:10.1016/j.nima.2015.06.057 “Response of microchannel plates to single particles and to 

electromagnetic showers”

!
Si timing: 

• doi:10.1016/j.nima.2017.03.065  “On the timing performance of thin planar silicon sensors” 


H4DAQ: a very successful data-taking!

13
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• Uniformity of the tower

• Example of pulse shape

Example of results CeF3
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Example of single pulse-shape taken  
with W-CeF3 tests


Examples of data acquired

14
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calibration in Section 3. We present multi-MIP response of the sensors
in Section 4 and evaluate the timing resolution in Section 5 in some
detail.

2. Experimental setup

The test setup is shown in Fig. 1. Two silicon sensors were installed
in the beam line at all times. A micro-channel plate (MCP), viewing a
Cherenkov radiator, provided a precise timing reference for each event
within ∼20 ps, with full efficiency for single MIPs at −2750 V [8]. A
scintillator counter (2×2 cm2) upstream of the detectors defined the
area of triggered events. The impact position of particles on the sensors
was estimated by projecting the hit positions, with better than a
millimeter resolution, obtained from a set of delay wire chambers
(Fig. 1). Lead sheets with different thickness were positioned in front of
the sensors to generate electromagnetic showers to be able to investi-
gate the multi-MIP response of these sensors.

The measurements described in this paper were performed at the
H2 beam line of the super proton synchrotron (SPS) at CERN in July
2015. 150 GeV muons and 50 GeV electrons were used for the majority
of the measurements. The beam particle intensities were typically
several thousand per spill. Each spill lasted 4.9 s and was repeated
twice a minute for most of the data taking period. Although the beam
spot size on the sensors varied slightly with the beam tune and settings,
the FWHM was about 1 cm in horizontal and vertical directions –
larger than the sensors (Fig. 1).

All tested sensors were p-type (n-on-p), 5 × 5 mm2 in the effective
area and physically 32. μm thick. They were biased at 600 V and fully
depleted. They were produced by deep-diffused float-zone (dd-FZ)
technique by Hamamatsu within the framework of the CMS tracker
upgrade project in three different depletion thickness: 133, 211, and
285 µm with capacitances of 22.5, 13.6, and 9.9 pF, respectively [9,10].
The radiation effects on these sensors are currently under study;
however, none of the sensors used here was previously irradiated.

The electrical signals from the sensors were amplified by a broad-
band (2 GHz/40 dB) amplifier,1 and the waveforms were digitized at
5 GHz by a Domino Ring Sampler (DRS) unit from CAEN (V1742). The
signals from MCP and the event trigger were also fed to the same
digitizer unit in order to remove trigger jitter off-line. The intrinsic
timing resolution of the digitizer was ∼5 ps and did not contribute to

the systematic uncertainty of our measurements in any significant way
[11].

3. Pulse shape and MIP calibration

The rise-times from 10% to 90% of the pulse amplitude for the
three sensors were measured to be 1.1 ns (Fig. 2). The pulse time was
defined as the time when the pulse reaches its 50% amplitude. The
offline algorithm searched for a pulse in the data stream, fitted its peak
with a Gaussian function requiring at least 5 samples, and calculated
the time at which the pulse reached its half amplitude.

We measured the responses of the three different type of sensors to
single MIPs. A 50 GeV electron beam was used to perform this
measurement. Without the lead plates in front of the sensors, 50 GeV
electrons were effectively equivalent to MIPs. The results of the
calibration with electrons have been found to be in agreement with
the ones obtained using a 150 GeV muon beam. We selected events
with a signal from the MCP and from the second sensor. The presence
of a signal in the second sensor ensured that most tracks did pass
through the first sensor whose response was being measured. The
signal from the first sensor included a correction for a 20% noise

Fig. 1. The schematic of the layout displays the main components and the readout scheme on the left. Downstream of the trigger counter (TRG) and wire chambers (WC), a micro-
channel plate (MCP) photomultiplier tube was positioned to provide a timing reference in front of the silicon sensors. Various lead plates were placed in between the MCP and the
sensors to evaluate their response to multi-MIPs. A typical response pattern of a 285-μm thick silicon sensor (5 × 5 mm2) to 50 GeV electrons when normalized to the MIP signal is
displayed on the right. Note that the sensors were placed behind X2 o of lead absorber in this case.

Fig. 2. Examples of single pulse shapes from two 211-μm thick sensors for the same
event are shown on the left. 50% of the peak amplitude is indicated by dotted lines and is
used in all the timing measurements discussed in Section 5. The peak of the pulses is
arbitrarily set at t=0.1 CIVIDEC Instrumentation, C2 Broadband Diamond Amplifier, Vienna, Austria.

N. Akchurin et al. Nuclear Instruments and Methods in Physics Research A 859 (2017) 31–36

32
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Example of pulse-shape taken with  
Si precision timing detector 
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Energy resolution of a W-CeF3  
single tower sampling calorimeter


Example of analysis
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Figure 5: Response resolution �R as a function of the response, for beam energies of 20 GeV (squares),
50 GeV (circles), 100 GeV (stars) and 150 GeV (crosses). The results of the fits are superimposed.
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Figure 6: Energy resolution of the W-CeF3 single tower as a function of the electron beam energy (solid blue
markers), compared to the simulation (hollow markers). Resolution of the simulated 5 ⇥ 5 W-CeF3 matrix is
shown with square black markers.

and the two are found to be in agreement. This allows for an extrapolation to the simulated 5⇥ 5 simulated matrix,
whose results are shown with black square markers, and are fitted with the function:

�E(E) =
Sp

E [GeV]
� C

where S is the stochastic term and C is the constant term. We obtain S = 9.54± 0.13% and C = 0.33± 0.04%.
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Fig. 3. E�ciency to 491 MeV single electrons in an i-MCP detector as a function
of the thickness of lead (full symbols) and copper (open symbols) absorbers. A
comparison to simulation for lead (crosses), and the e↵ective multiplicity of particles
crossing the MCPs are also shown (see text for details). Errors on the data points
are smaller than the marker size. Lines are drawn to guide the eye.

The e�ciency to 491 MeV electrons as a function of the absorber thickness,
in units of radiation lengths (X0) for an operating voltage of 2800 and 2900 V
are shown in Fig. 3. Results for two di↵erent materials, copper and lead, are
displayed. Since lead has a lower critical energy, the multiplicity of secondary
particles is expected to be larger with lead absorbers than with copper ones.
The e�ciency at zero thickness is consistent with the e�ciency measured in
the analysis of the response to single electrons. As the thickness of the lead
absorber increases, the e�ciency raises from 45% to a maximum of about 70%
at a depth of about 2X0. A maximum at a shallower depth, and with an e�-
ciency of about 65% is observed with copper absorbers. At larger thicknesses,
the e�ciency decreases and eventually vanishes. This is understood as the
e↵ect of the evolution of charged particle multiplicity within the shower for
491 MeV electrons.

Data are also compared to a Monte Carlo (MC) simulation based on the
Geant4 package [15, 16]. Electrons of 491 MeV are fired on the absorber. The
beam profile is tuned to match the distribution measured at the hodoscope
with the events selected by the analysis. Secondary particles from the shower
cascade are traced to the MCP surface, and each charged particle with su�-
cient energy to cross the full thickness of the wafers is assigned a probability
✏ = 45% to generate a detectable signal. The e�ciency to detect the shower
is measured by the fraction of events in which at least one secondary electron
generated a signal. This is equivalent to describe the MCP response with a

10
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Efficiency of a 491 MeV electron in a  
i-MCP detector
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• A Data acquisition system deployed for CMS-ECAL related beam tests

• mainly developed having in mind CERN beam lines

• easily adaptable to other situations: 

- Frascati BTF  
- Cosmic muon table-top laboratory setup

!

• Fast, very reliable, and robust

!

• Currently used and being used in several configurations:

• limitations are mainly due to data-transfer from board to PC 

• read with many digitizer channels


!
• Open source code: 

• github.com:cmsromadaq/H4DAQ

• github.com:cmsromadaq/H4GUI

• github.com:cmsromadaq/H4DQM


Summary & Conclusions
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