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T2K neutrino beam

•Accelerator-based ν beam 
• ν / ν can be switched by flipping horn 
polarity 

• ν energy is narrow with off-axis method

T2K beam : 
  * OA2.5° (Epeak=600MeV)
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Important to keep the beam direction stable 
(1mrad corresponds to a 2% shift of peak ν energy at SK)



Beam stability
•Proton beam 
position, angle and 
width at target is 
controlled to make 
the ν beam direction 
stable within much 
better than 1mrad  

•Event rate is also 
stable ~1%
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ND280 status
•INGRID (on-axis) & ND280 (off-axis) 

detectors ran stably in JFY2016

•Minor ND280 downtime/DQ issues:

•FGD power supply

•timing slips caused by new ECal 
cooling fan power supplies

✓both mitigated quickly

•Summer work: P0D water system 
upgrade

•Studying long term health of detector

•Example: ECal scintillator light 
level vs. time
•Conclusion: scintillator ageing is 

not a problem for T2K phase 2
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ECal MIP light yield vs. time
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Stability of proton beam

•beam angle at target is also stable 
• geometrical targeting efficiency is also comparable with past runs

x position y position

x width y width

M.Friend (KEK)Beam Position at Target
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Beam Width at Target
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Neutrino flux in T2K analysis
•ν oscillation can be studied by comparing FD observation with prediction
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flux, x-sec, efficiency are not identical between FD and ND

• We want to reduce the uncertainties of FD prediction using ND data  

• but, we need to know correlation between FD and ND for ν flux and ν cross 
section 

- Considering this correlation based on the basis of ν flux and cross section



Neutrino flux prediction
T2K Neutrino beam simulation based on “measurement”

• Use CERN NA61/SHINE pion & kaon measurement 
   (large acceptance: >95% coverage of ν parent pions)
• Kaon, pion outside NA61 acceptance, other interaction 
   in the target were based on FLUKA simulation
• Secondary interaction x-sections outside the target were based on  
   experimental data 

Hadron production in 30GeV proton + C

horn focusing, 
decay is simulated 
by GEANT3

proton beam

π, K

νμ

μ
graphite target

SK
ND

in-situ beam profile & 
position measurement

• ND,SK alignment based 
on GPS survey 
measurement

• beam direction 
measurement by INGRID

• Horn field measurement



Breakdown of hadron interaction
• Percentage of T2K FD flux to in-target or out of target interaction

in-target 
primary int.

other than the in-target 
primary int. 

(out of target int.)

νμ 63.2% 36.8% 
(12.4%)

νμ 41.5% 58.5% 
(45.1%)

νe 61.7% 38.3% 
(12.7%)

νe 54.0% 46.0% 
(27.2%)

π, K
ν

ν

π, K
ν

in-target primary interaction is a main contribution while there is a 
significant contribution from secondary+tertiary and/or out of target 
interactions for wrong sign flux

p

p

p



Strategy of the flux prediction with NA61

• Thin target data : 2cm (0.04λI) 

• data taken in 2007 and 2009  

• we can tune the in-target primary interactions  

• for secondary and tertiary interactions, with material(A) and 
energy scaling  

• current flux prediction uses the 2009 data  

• Thick target data : 90cm (1.9λI) = T2K target length 

• data taken in 2007, 2009 and 2010 

• we can tune all the in-target interactions  

• status of T2K flux tuning will be discussed in  
M.Friend talk

Replica Target Flux Tuning Plan

NA61 Replica Target Data
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• NA61 2009 replica target data: 
4e6 protons on 90 cm target 

• A. Haesler analyzed the data and measured 
corrected π+ and π- spectra  

   CERN-THESIS-2015-103 

 
 

• The replica target data are binned in p 
and θ as well as Z bins along the 
length of the target 

 
 

Z1 Z2 Z5Z4Z3 Z6

Use the thin and thick target data (step by step approach)
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Fig. 8 A comparison of the measured inelastic (left) and production
(right) cross sections at different momenta with previously published
results. Bellettini et al. (green full circle) [35], Denisov et al. (grey full
triangles) [36] and MIPP (black full diamond) [37] measured the inelas-
tic cross section while Carroll et al. (pink full inverted triangle) [38]

result corresponds to the production cross section. Inelastic cross sec-
tion measurements performed by Denisov et al. with the hodoscope
method are shown as well (open inverted triangles). The NA61/SHINE
measurements with 2007 (blue open square) and 2009 (red full square)
data samples are shown

fprod = 0.993 ± 0.000(det) +0.001
−0.012(mod)

finel = 0.988+0.001
−0.008(det) +0.000

−0.008(mod)

where “det” is the detector systematic uncertainty obtained
by performing the simulation for different positions and sizes
of S4, taking also into account the beam divergence mea-
sured from the data. The uncertainty “mod” resulting from
the choice of physics model was calculated as the largest dif-
ference between the contributions estimated for σ f

qe with dif-
ferent GEANT4 physics models (FTFP_BERT, QBBC and
QGSP_BERT, as well as FTF_BIC physics list) and from
measured data for σ f

el as described above.
Inserting these values of the elastic and quasi-elastic cross

sections, and of the fractions accepted by the trigger into
Eqs. (12) and (13), one obtains the final results:

σinel = 258.4 ± 2.8(stat) ± 1.2(det) +5.0
−2.9(mod) mb, (16)

σprod = 230.7 ± 2.8(stat) ± 1.2(det) +6.3
−3.5(mod) mb, (17)

where “stat” is the statistical uncertainty, “det” is the total
detector systematic uncertainty and “mod” is the uncertainty
caused by the choice of physics model. The total uncertainty
of σprod is +7.0

−4.6 mb, which is significantly smaller than that
of the NA61/SHINE result obtained from the 2007 data.
The dominant uncertainty comes from the choice of physics
model used to derive the production cross section from the
trigger cross section.

The new NA61/SHINE results on inelastic and production
cross section agree, in general, with the previously published
measurements as shown in Fig. 8. A possible tension with
measurements by Denisov et al. [36], which are assigned
a rather small systematic uncertainty of 1 %, could be due
to different experimental techniques used to extract σinel. As
discussed in Ref. [32], various approaches to define and mea-

sure σinel could lead to differences of up to 8 mb for proton–
carbon interactions.

4 Spectra analysis techniques and uncertainties

This section presents analysis techniques developed for the
measurements of the differential inclusive spectra of hadrons.
Details are shown on data selection and binning, on particle
identification (PID) methods as well as on the calculation of
correction factors and the estimation of systematic uncertain-
ties.

The data analysis procedure consists of the following
steps:

(i) application of event and track selection criteria,
(ii) determination of spectra of hadrons using the selected

events and tracks,
(iii) evaluation of corrections to the spectra based on exper-

imental data and simulations,
(iv) calculation of the corrected spectra.

Corrections for the following biases were evaluated and
applied:

(i) geometrical acceptance,
(ii) reconstruction efficiency,

(iii) contribution of off-target interactions,
(iv) contribution of other (misidentified) particles,
(v) feed-down from decays of neutral strange particles,

(vi) analysis-specific effects (e.g. ToF-F efficiency, PID, K−

and p̄ contamination, etc.).

All these steps are described in the following subsections
for each of the employed identification technique separately.
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Fig. 27 Laboratory momentum distributions of π+ mesons produced
in p + C interactions at 31 GeV/c in different polar angle intervals. Dis-
tributions are normalized to the mean π+ multiplicity in all production
p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of

the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. The spectra are compared to predictions of
the FTF_BIC-G495 and QGSP_BERT-G410 models. Ref. [56] shows
predictions for all models considered in Sect. 6
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Fig. 27 Laboratory momentum distributions of π+ mesons produced
in p + C interactions at 31 GeV/c in different polar angle intervals. Dis-
tributions are normalized to the mean π+ multiplicity in all production
p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of

the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. The spectra are compared to predictions of
the FTF_BIC-G495 and QGSP_BERT-G410 models. Ref. [56] shows
predictions for all models considered in Sect. 6
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Fig. 29 Laboratory momentum distributions of K+ mesons produced
in p + C interactions at 31 GeV/c in different polar angle intervals. Dis-
tributions are normalized to the mean K+ multiplicity in all production
p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of

the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. The spectra are compared to predictions of the
FTF_BIC-G495 and GiBUU1.6 models. Ref. [56] shows predictions
for all models considered in Sect. 6
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Fig. 29 Laboratory momentum distributions of K+ mesons produced
in p + C interactions at 31 GeV/c in different polar angle intervals. Dis-
tributions are normalized to the mean K+ multiplicity in all production
p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of

the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. The spectra are compared to predictions of the
FTF_BIC-G495 and GiBUU1.6 models. Ref. [56] shows predictions
for all models considered in Sect. 6
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T. Nakadaira10, M. Naskret24, M. Nirkko17, K. Nishikawa10, T. Palczewski20, A. D. Panagiotou8, V. Paolone29,
M. Pavin3,4, O. Petukhov12,26, C. Pistillo17, R. Płaneta21, B. A. Popov4,13,a, M. Posiadała-Zezula23, S. Puławski22,
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• ~5.4M triggers collected 
• production cross section (σprod. = 
σinel. - σq.e.) and multiplicity of π±, 
K±, K0S, p+ are used to calculate 
the T2K ν flux



2009 thin target data(cont.)
• We use the systematic uncertainties 
of NA61 measurement to evaluate 
the flux uncertainty 

Pion	Spectra	Uncertain0es			

11	

The	largest	contribu0ons	to		sys.	error:	
feed-down	improved	with	studies	of	decay	
of	strange	par0cles	(K0s	and	Λ	),	par0cle	
iden0fica0on	(PID)	and	forward	acceptance			

Improvements	in	2009	compared	to	pilot	run:	
• 	Sta0s0cal	precision	improved	by	factor	2-3	
• 	Systema0c	error	reduced	by	factor	2	
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Fig. 24: (Colour online) Comparison between NA61/SHINE statistical and systematic uncertainties obtained using the 2007 [5] and
the 2009 datasets in a selected angular interval [60,100] mrad for p+.
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Fig. 25: (Colour online) Comparison between NA61/SHINE statistical and systematic uncertainties obtained using the 2007 [5] and
the 2009 datasets in a selected angular interval [60,100] mrad for p�.

proton spectra are in a good agreement with preliminary results
obtained using the 2007 data [58].

5.4 V 0 results

The K0
S and L spectra are shown in Fig. 32 and Fig. 33 and

numerical results are given in Tables 9 and 10, respectively. As
explained in Section 4.4.1, those measurements are used to re-
duce the dominant systematic uncertainties due to the feed-down
correction in the charged hadron analyses. Results are consis-
tent within the quoted systematic uncertainties with previously
published measurements [14] which were obtained with a much
coarser {p,q}binning due to the lower statistics of the 2007
data.

The spectra of K0
S can be cross-checked by measurements of

K± yields, thanks to the unique capability to measure these three
types of kaons simultaneously in the NA61/SHINE experiment.
So far, only a few experiments have been able to perform such
measurements and to test two different theoretical hypotheses
that predict K0

S yields from K± production rates giving incon-

clusive results. The first approach assumes isospin symmetry in
kaon production and predicts (see e.g. Ref. [59]):

N(K0
S ) =

1
2
(N(K+)+N(K�)) . (27)

The second method uses a quark-counting argument [60], with
a simplified quark parton model. The following assumptions are
made on the number of sea and valence quarks:

us = ūs = ds = d̄s, ss = s̄s , (28)
n ⌘ uv/dv . (29)

Taking into account that interactions are with a carbon nucleus
(n = 2 for p+p collisions, n = 1 for p+n), the relation between
mean multiplicity of K0

S , K+ and K� is:

N(K0
S ) =

1
8
(3N(K+)+5N(K�)) . (30)

The second method is currently used to tune K0
L production in

the T2K flux simulation chain [17]. Figure 32 shows a com-
parison of the measured spectra of K0

S to the predictions from
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proton spectra are in a good agreement with preliminary results
obtained using the 2007 data [58].

5.4 V 0 results

The K0
S and L spectra are shown in Fig. 32 and Fig. 33 and

numerical results are given in Tables 9 and 10, respectively. As
explained in Section 4.4.1, those measurements are used to re-
duce the dominant systematic uncertainties due to the feed-down
correction in the charged hadron analyses. Results are consis-
tent within the quoted systematic uncertainties with previously
published measurements [14] which were obtained with a much
coarser {p,q}binning due to the lower statistics of the 2007
data.

The spectra of K0
S can be cross-checked by measurements of

K± yields, thanks to the unique capability to measure these three
types of kaons simultaneously in the NA61/SHINE experiment.
So far, only a few experiments have been able to perform such
measurements and to test two different theoretical hypotheses
that predict K0

S yields from K± production rates giving incon-

clusive results. The first approach assumes isospin symmetry in
kaon production and predicts (see e.g. Ref. [59]):

N(K0
S ) =

1
2
(N(K+)+N(K�)) . (27)

The second method uses a quark-counting argument [60], with
a simplified quark parton model. The following assumptions are
made on the number of sea and valence quarks:

us = ūs = ds = d̄s, ss = s̄s , (28)
n ⌘ uv/dv . (29)

Taking into account that interactions are with a carbon nucleus
(n = 2 for p+p collisions, n = 1 for p+n), the relation between
mean multiplicity of K0

S , K+ and K� is:

N(K0
S ) =

1
8
(3N(K+)+5N(K�)) . (30)

The second method is currently used to tune K0
L production in

the T2K flux simulation chain [17]. Figure 32 shows a com-
parison of the measured spectra of K0

S to the predictions from

23

5 10 15 20

0.1

0.2

0.3

0.4 +π  < 100 mradθ60 < 2007 stat. error
2007 syst. error

2009 stat. error
2009 syst. error

p [GeV/c]

Fr
ac

tio
na

l E
rr

or
s

Fig. 24: (Colour online) Comparison between NA61/SHINE statistical and systematic uncertainties obtained using the 2007 [5] and
the 2009 datasets in a selected angular interval [60,100] mrad for p+.
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Fig. 25: (Colour online) Comparison between NA61/SHINE statistical and systematic uncertainties obtained using the 2007 [5] and
the 2009 datasets in a selected angular interval [60,100] mrad for p�.

proton spectra are in a good agreement with preliminary results
obtained using the 2007 data [58].

5.4 V 0 results

The K0
S and L spectra are shown in Fig. 32 and Fig. 33 and

numerical results are given in Tables 9 and 10, respectively. As
explained in Section 4.4.1, those measurements are used to re-
duce the dominant systematic uncertainties due to the feed-down
correction in the charged hadron analyses. Results are consis-
tent within the quoted systematic uncertainties with previously
published measurements [14] which were obtained with a much
coarser {p,q}binning due to the lower statistics of the 2007
data.

The spectra of K0
S can be cross-checked by measurements of

K± yields, thanks to the unique capability to measure these three
types of kaons simultaneously in the NA61/SHINE experiment.
So far, only a few experiments have been able to perform such
measurements and to test two different theoretical hypotheses
that predict K0

S yields from K± production rates giving incon-

clusive results. The first approach assumes isospin symmetry in
kaon production and predicts (see e.g. Ref. [59]):

N(K0
S ) =

1
2
(N(K+)+N(K�)) . (27)

The second method uses a quark-counting argument [60], with
a simplified quark parton model. The following assumptions are
made on the number of sea and valence quarks:

us = ūs = ds = d̄s, ss = s̄s , (28)
n ⌘ uv/dv . (29)

Taking into account that interactions are with a carbon nucleus
(n = 2 for p+p collisions, n = 1 for p+n), the relation between
mean multiplicity of K0

S , K+ and K� is:

N(K0
S ) =

1
8
(3N(K+)+5N(K�)) . (30)

The second method is currently used to tune K0
L production in

the T2K flux simulation chain [17]. Figure 32 shows a com-
parison of the measured spectra of K0

S to the predictions from
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Fig. 17: (Colour online) Breakdown of systematic uncertainties of p� spectra from the tof -dE/dx analysis, presented as a function
of momentum for the [20,40] mrad angular interval.

as a conservative limit to this source of systematic uncer-
tainty.

(vi) Secondary interactions and non-L feed-down corrections.
As in the case of the dE/dx (Section 4.5) and h� (Sec-
tion 4.6) approaches, the important contribution to the sys-
tematic uncertainty at low momenta comes from the uncer-
tainty of the simulation-based correction for secondary in-
teractions and weak decays of strange particles (excluding
L hyperons). Following arguments described in Ref. [5] an
uncertainty of 30% of the correction value was assigned for
both of these sources.

(vii) L feed-down correction. The correction for the feed-down
to pions and protons originating from L decays was cal-
culated separately based on measured L spectra (see Sec-
tion 4.4.1). The uncertainty assigned to this correction was
estimated to be 30% which is an upper limit on the overall
uncertainty of the measured L spectra.

Figures 16 and 17 show a breakdown of the total systematic un-
certainty in the tof -dE/dx analysis for the example of the angu-
lar interval [20,40] mrad.

4.5 The dE/dx analysis method

The analysis of charged pion production at low momentum
was performed using particle identification based only on mea-
surements of specific energy loss in the TPCs. For a large frac-
tion of tracks tof can not be measured since the majority of low-
momentum particles does not reach the ToF-F detector. A reli-
able identification of p+ mesons was not possible at momenta
above 1 GeV/c where the BB curves for pions, kaons, and pro-
tons cross each other (see Fig. 5). On the other hand, since the
contamination from K� and antiprotons is almost negligible for
p� mesons, the dE/dx analysis could be performed for momenta
up to 3 GeV/c allowing consistency checks with the other iden-
tification methods in the region of overlap.

The procedure of particle identification, described below, is
tailored to the region where a rapid change of energy loss with
momentum is observed. This procedure was used already for the
2007 data and more details can be found in Ref. [52]. Here just
the most important steps of the analysis are described.

In order to optimize the parametrization of the BB function,
samples of e±, p±, K±, p, and d tracks with reliable particle
identification were chosen in the bg range from 0.2 up to 100.
The dependence of the BB function on bg was then fitted to
the data using the Sternheimer and Peierls parametrization of
Ref. [53]. This function was subsequently used to calculate for
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Fig. 21: (Colour online) Breakdown of p� systematic uncertainties for the h� analysis, presented as a function of momentum for the
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in Section 6. Complete comparisons are shown in Ref. [56]. In
order to avoid uncertainties related to the different treatment of
quasi-elastic interactions and to the absence of predictions for
inclusive cross sections, spectra are normalized to the mean par-
ticle multiplicity in all production interactions. For the data, the
normalization relies on the p+C inclusive production cross sec-
tion sprod which was found to be 230.7 mb (see Section 3.5). The
production cross section is calculated from the inelastic cross
section by subtracting the quasi-elastic contribution. Therefore
production processes are defined as those in which only new
hadrons are present in the final state. Details of the cross section
analysis procedure can be found in Section 3 and in Refs. [5, 33,
34].

The experimental measurements are shown with total uncer-
tainties which correspond to the statistical and systematic uncer-
tainties added in quadrature. The overall uncertainty due to the
normalization procedure (discussed in Section 4.2) is not shown.

5.1 p± results

The spectra of p± mesons were obtained using three differ-
ent analysis techniques tof -dE/dx, dE/dx and h� described in
Sections 4.4, 4.5 and 4.6. Within the corresponding systematic
uncertainties, the results of various methods were found to be in
a good agreement as shown in Fig. 22 and Fig. 23 for p+ and
p�, respectively. In order to present a single spectrum for posi-
tively and negatively changed pions, the results were combined.
For p+ mesons, where there is complementarity of acceptance
for different analysis techniques results from the dE/dx analysis
are used for all angular intervals up to 420 mrad in the momen-
tum range below 1 GeV/c. The momentum region above 1 GeV/c
is covered by the tof -dE/dx analysis for angular intervals up to
360 mrad. In case of p� mesons, results of the h� analysis are
used in the full angular range up to 420 mrad since they pro-
vide the smallest total uncertainty in the region of the overlap
between methods. The final spectra are shown for p+ in Fig. 27
and for p� in Fig. 28. Numerical results are given in Tables 4
and 5 for p+ and p�, respectively. Thus, the final results span
a broad kinematic range. When comparing the new p± results

to the previously published measurements based on the 2007
data [5] one should note that the present results are shown in
the form of d2s/(d pdq), while the form ds/(d p) was used in
previous publications Refs. [5, 6]. The deviations between the
two data sets are consistent within the quoted errors and are
distributed uniformly over the phase space. Thus, the new mea-
surements confirm the published 2007 results which were ques-
tioned in Ref. [57]. Both the statistical and the total systematic
uncertainties are considerably smaller for the new 2009 results
as shown for the angular interval [60,100] mrad for p+ in Fig. 24
and for p� in Fig. 25. At low momentum systematic uncertain-
ties dominate whereas at higher momentum the statistical uncer-
tainty gives the largest contribution to the total uncertainty.

5.2 K± results

The tof -dE/dx analysis technique was used to obtain the K+

spectra shown in Fig. 29 and the K� spectra plotted in Fig. 30.
The large 2009 dataset allowed for the first measurements of K�

yields in p+C interactions by NA61/SHINE. Large statistics for
K+ made it possible to use narrow {p,q}bins in the analysis
which is important for tuning the neutrino flux predictions in
T2K. Numerical results are given in Tables 6 and 7 for K+ and
K�, respectively. The analysis of K+ was repeated, as a cross-
check, with a coarser {p,q}binning that corresponds to the pre-
viously published measurements based on the 2007 data [6].
Good agreement was found. The total uncertainty for the 2009
data remains dominated by the statistical uncertainty as shown
in Fig. 26 for K+ as an example.

5.3 Proton results

The tof -dE/dx analysis technique was used to extract proton
spectra. These measurements, shown in Fig. 31, cover a wide
kinematic range above 1 GeV/c and are important for T2K since
they provide the possibility to constrain the contributions from
re-interactions in the long carbon target and in the elements of
the beamline. Numerical results are given in Table 8. The new
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Fig. 20: (Colour online) Breakdown of systematic uncertainties of p� spectra from the dE/dx analysis, presented as a function of
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where the fitted abundace mK was not larger than 0.1%.
The corresponding relative systematic uncertainty (pmK )
was calculated as:

pmK ⌘
niden,mK ,p±

niden,p±
, (26)

where niden,mK ,p± represents the fitted number of identified
p± with the 0.5% limit set on the fitted relative kaon frac-
tion.
One has to keep in mind that pBB and pmK are correlated.
Therefore the larger value (p f ⌘max[pBB, pmK ]) was taken
as the estimate of the systematic uncertainty p f coming
from the dE/dx identification procedure.

(ii) Forward acceptance. The uncertainties of the acceptance
correction in the forward region were determined as de-
scribed in Section 4.4.2 item (iv) also for low momentum
tracks. A systematic uncertainty of 5% was assigned for
low angle intervals (q < 60 mrad), and 3% for other inter-
vals.

(iii) Feed-down corrections. An uncertainty of 30% was assigned
to the corrections for feed-down from non-L (purely sim-
ulation based) and L (simulation and data based) decays.
This uncertainty is particularly significant in the low mo-
mentum region studied in the dE/dx analysis. For further
information see Section 4.4.1.

(iv) Reconstruction efficiency. For estimating the uncertainty of
the reconstruction efficiency corrected results for p spectra
from the dE/dx analysis using different reconstruction al-
gorithms were compared, see Section 4.4.2 item (iii). For
most q angles this uncertainty is below 2%.

(v) Track cuts. The impact of the dominant track cut in the
dE/dx analysis was studied by changing the selection cut
on the measured number of points by 10% from the starting
value of 30. The change of results is below 1% and thus the
associated systematic uncertainty is mostly negligible.

Figures 19 and 20 show a breakdown of the total systematic
uncertainty in the dE/dx analysis for the example of the angular
interval [20,40] mrad for p+ and p�, respectively.

4.6 The h� analysis method

The h� method utilizes the observation that negatively charged
pions account for more than 90% of primary negatively charged
particles produced in p+C interactions at 31 GeV/c. Therefore
p� spectra can be obtained without the use of particle iden-
tification by correcting negatively charged particle spectra for
the small non-pion contribution calculated by simulations. The
method is not applicable to positively charged hadrons due to
the larger contribution of K+ and protons. The p� spectra ob-
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in Section 6. Complete comparisons are shown in Ref. [56]. In
order to avoid uncertainties related to the different treatment of
quasi-elastic interactions and to the absence of predictions for
inclusive cross sections, spectra are normalized to the mean par-
ticle multiplicity in all production interactions. For the data, the
normalization relies on the p+C inclusive production cross sec-
tion sprod which was found to be 230.7 mb (see Section 3.5). The
production cross section is calculated from the inelastic cross
section by subtracting the quasi-elastic contribution. Therefore
production processes are defined as those in which only new
hadrons are present in the final state. Details of the cross section
analysis procedure can be found in Section 3 and in Refs. [5, 33,
34].

The experimental measurements are shown with total uncer-
tainties which correspond to the statistical and systematic uncer-
tainties added in quadrature. The overall uncertainty due to the
normalization procedure (discussed in Section 4.2) is not shown.

5.1 p± results

The spectra of p± mesons were obtained using three differ-
ent analysis techniques tof -dE/dx, dE/dx and h� described in
Sections 4.4, 4.5 and 4.6. Within the corresponding systematic
uncertainties, the results of various methods were found to be in
a good agreement as shown in Fig. 22 and Fig. 23 for p+ and
p�, respectively. In order to present a single spectrum for posi-
tively and negatively changed pions, the results were combined.
For p+ mesons, where there is complementarity of acceptance
for different analysis techniques results from the dE/dx analysis
are used for all angular intervals up to 420 mrad in the momen-
tum range below 1 GeV/c. The momentum region above 1 GeV/c
is covered by the tof -dE/dx analysis for angular intervals up to
360 mrad. In case of p� mesons, results of the h� analysis are
used in the full angular range up to 420 mrad since they pro-
vide the smallest total uncertainty in the region of the overlap
between methods. The final spectra are shown for p+ in Fig. 27
and for p� in Fig. 28. Numerical results are given in Tables 4
and 5 for p+ and p�, respectively. Thus, the final results span
a broad kinematic range. When comparing the new p± results

to the previously published measurements based on the 2007
data [5] one should note that the present results are shown in
the form of d2s/(d pdq), while the form ds/(d p) was used in
previous publications Refs. [5, 6]. The deviations between the
two data sets are consistent within the quoted errors and are
distributed uniformly over the phase space. Thus, the new mea-
surements confirm the published 2007 results which were ques-
tioned in Ref. [57]. Both the statistical and the total systematic
uncertainties are considerably smaller for the new 2009 results
as shown for the angular interval [60,100] mrad for p+ in Fig. 24
and for p� in Fig. 25. At low momentum systematic uncertain-
ties dominate whereas at higher momentum the statistical uncer-
tainty gives the largest contribution to the total uncertainty.

5.2 K± results

The tof -dE/dx analysis technique was used to obtain the K+

spectra shown in Fig. 29 and the K� spectra plotted in Fig. 30.
The large 2009 dataset allowed for the first measurements of K�

yields in p+C interactions by NA61/SHINE. Large statistics for
K+ made it possible to use narrow {p,q}bins in the analysis
which is important for tuning the neutrino flux predictions in
T2K. Numerical results are given in Tables 6 and 7 for K+ and
K�, respectively. The analysis of K+ was repeated, as a cross-
check, with a coarser {p,q}binning that corresponds to the pre-
viously published measurements based on the 2007 data [6].
Good agreement was found. The total uncertainty for the 2009
data remains dominated by the statistical uncertainty as shown
in Fig. 26 for K+ as an example.

5.3 Proton results

The tof -dE/dx analysis technique was used to extract proton
spectra. These measurements, shown in Fig. 31, cover a wide
kinematic range above 1 GeV/c and are important for T2K since
they provide the possibility to constrain the contributions from
re-interactions in the long carbon target and in the elements of
the beamline. Numerical results are given in Table 8. The new
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in Section 6. Complete comparisons are shown in Ref. [56]. In
order to avoid uncertainties related to the different treatment of
quasi-elastic interactions and to the absence of predictions for
inclusive cross sections, spectra are normalized to the mean par-
ticle multiplicity in all production interactions. For the data, the
normalization relies on the p+C inclusive production cross sec-
tion sprod which was found to be 230.7 mb (see Section 3.5). The
production cross section is calculated from the inelastic cross
section by subtracting the quasi-elastic contribution. Therefore
production processes are defined as those in which only new
hadrons are present in the final state. Details of the cross section
analysis procedure can be found in Section 3 and in Refs. [5, 33,
34].

The experimental measurements are shown with total uncer-
tainties which correspond to the statistical and systematic uncer-
tainties added in quadrature. The overall uncertainty due to the
normalization procedure (discussed in Section 4.2) is not shown.

5.1 p± results

The spectra of p± mesons were obtained using three differ-
ent analysis techniques tof -dE/dx, dE/dx and h� described in
Sections 4.4, 4.5 and 4.6. Within the corresponding systematic
uncertainties, the results of various methods were found to be in
a good agreement as shown in Fig. 22 and Fig. 23 for p+ and
p�, respectively. In order to present a single spectrum for posi-
tively and negatively changed pions, the results were combined.
For p+ mesons, where there is complementarity of acceptance
for different analysis techniques results from the dE/dx analysis
are used for all angular intervals up to 420 mrad in the momen-
tum range below 1 GeV/c. The momentum region above 1 GeV/c
is covered by the tof -dE/dx analysis for angular intervals up to
360 mrad. In case of p� mesons, results of the h� analysis are
used in the full angular range up to 420 mrad since they pro-
vide the smallest total uncertainty in the region of the overlap
between methods. The final spectra are shown for p+ in Fig. 27
and for p� in Fig. 28. Numerical results are given in Tables 4
and 5 for p+ and p�, respectively. Thus, the final results span
a broad kinematic range. When comparing the new p± results

to the previously published measurements based on the 2007
data [5] one should note that the present results are shown in
the form of d2s/(d pdq), while the form ds/(d p) was used in
previous publications Refs. [5, 6]. The deviations between the
two data sets are consistent within the quoted errors and are
distributed uniformly over the phase space. Thus, the new mea-
surements confirm the published 2007 results which were ques-
tioned in Ref. [57]. Both the statistical and the total systematic
uncertainties are considerably smaller for the new 2009 results
as shown for the angular interval [60,100] mrad for p+ in Fig. 24
and for p� in Fig. 25. At low momentum systematic uncertain-
ties dominate whereas at higher momentum the statistical uncer-
tainty gives the largest contribution to the total uncertainty.

5.2 K± results

The tof -dE/dx analysis technique was used to obtain the K+

spectra shown in Fig. 29 and the K� spectra plotted in Fig. 30.
The large 2009 dataset allowed for the first measurements of K�

yields in p+C interactions by NA61/SHINE. Large statistics for
K+ made it possible to use narrow {p,q}bins in the analysis
which is important for tuning the neutrino flux predictions in
T2K. Numerical results are given in Tables 6 and 7 for K+ and
K�, respectively. The analysis of K+ was repeated, as a cross-
check, with a coarser {p,q}binning that corresponds to the pre-
viously published measurements based on the 2007 data [6].
Good agreement was found. The total uncertainty for the 2009
data remains dominated by the statistical uncertainty as shown
in Fig. 26 for K+ as an example.

5.3 Proton results

The tof -dE/dx analysis technique was used to extract proton
spectra. These measurements, shown in Fig. 31, cover a wide
kinematic range above 1 GeV/c and are important for T2K since
they provide the possibility to constrain the contributions from
re-interactions in the long carbon target and in the elements of
the beamline. Numerical results are given in Table 8. The new
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Fig. 19: (Colour online) Breakdown of systematic uncertainties of p+ spectra from the dE/dx analysis, presented as a function of
momentum for the [20,40] mrad angular interval.
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Fig. 20: (Colour online) Breakdown of systematic uncertainties of p� spectra from the dE/dx analysis, presented as a function of
momentum for the [20,40] mrad angular interval.

where the fitted abundace mK was not larger than 0.1%.
The corresponding relative systematic uncertainty (pmK )
was calculated as:

pmK ⌘
niden,mK ,p±

niden,p±
, (26)

where niden,mK ,p± represents the fitted number of identified
p± with the 0.5% limit set on the fitted relative kaon frac-
tion.
One has to keep in mind that pBB and pmK are correlated.
Therefore the larger value (p f ⌘max[pBB, pmK ]) was taken
as the estimate of the systematic uncertainty p f coming
from the dE/dx identification procedure.

(ii) Forward acceptance. The uncertainties of the acceptance
correction in the forward region were determined as de-
scribed in Section 4.4.2 item (iv) also for low momentum
tracks. A systematic uncertainty of 5% was assigned for
low angle intervals (q < 60 mrad), and 3% for other inter-
vals.

(iii) Feed-down corrections. An uncertainty of 30% was assigned
to the corrections for feed-down from non-L (purely sim-
ulation based) and L (simulation and data based) decays.
This uncertainty is particularly significant in the low mo-
mentum region studied in the dE/dx analysis. For further
information see Section 4.4.1.

(iv) Reconstruction efficiency. For estimating the uncertainty of
the reconstruction efficiency corrected results for p spectra
from the dE/dx analysis using different reconstruction al-
gorithms were compared, see Section 4.4.2 item (iii). For
most q angles this uncertainty is below 2%.

(v) Track cuts. The impact of the dominant track cut in the
dE/dx analysis was studied by changing the selection cut
on the measured number of points by 10% from the starting
value of 30. The change of results is below 1% and thus the
associated systematic uncertainty is mostly negligible.

Figures 19 and 20 show a breakdown of the total systematic
uncertainty in the dE/dx analysis for the example of the angular
interval [20,40] mrad for p+ and p�, respectively.

4.6 The h� analysis method

The h� method utilizes the observation that negatively charged
pions account for more than 90% of primary negatively charged
particles produced in p+C interactions at 31 GeV/c. Therefore
p� spectra can be obtained without the use of particle iden-
tification by correcting negatively charged particle spectra for
the small non-pion contribution calculated by simulations. The
method is not applicable to positively charged hadrons due to
the larger contribution of K+ and protons. The p� spectra ob-
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Fig. 26 Statistical and
systematic uncertainties
obtained using the 2009 dataset
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N (K 0
S) =

1
2
(N (K+)+ N (K−)). (27)

The second method uses a quark-counting argument [60],
with a simplified quark parton model. The following assump-
tions are made on the number of sea and valence quarks:

us = ūs = ds = d̄s, ss = s̄s, (28)

n ≡ uv/dv. (29)

Taking into account that interactions are with a carbon
nucleus (n = 2 for p + p collisions, n = 1 for p + n),

the relation between mean multiplicity of K 0
S , K+ and

K− is:

N (K 0
S) =

1
8
(3 N (K+)+ 5 N (K−)). (30)

The second method is currently used to tune K 0
L produc-

tion in the T2K flux simulation chain [17]. Figure 32 shows
a comparison of the measured spectra of K 0

S to the predic-
tions from measured charged kaon yields and reasonable
agreement is observed. Unfortunately, the large uncertain-
ties associated with the K 0

S measurements do not allow us to
discriminate between the two hypotheses.
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Fig. 26 Statistical and
systematic uncertainties
obtained using the 2009 dataset
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tions are made on the number of sea and valence quarks:

us = ūs = ds = d̄s, ss = s̄s, (28)

n ≡ uv/dv. (29)

Taking into account that interactions are with a carbon
nucleus (n = 2 for p + p collisions, n = 1 for p + n),

the relation between mean multiplicity of K 0
S , K+ and

K− is:

N (K 0
S) =

1
8
(3 N (K+)+ 5 N (K−)). (30)

The second method is currently used to tune K 0
L produc-

tion in the T2K flux simulation chain [17]. Figure 32 shows
a comparison of the measured spectra of K 0

S to the predic-
tions from measured charged kaon yields and reasonable
agreement is observed. Unfortunately, the large uncertain-
ties associated with the K 0

S measurements do not allow us to
discriminate between the two hypotheses.
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Hadron production tuning
•  Beam	protons	ini1al	condi1ons	based	on	monitor	measurements	
•  Interac1ons	of	beam	protons	and	secondary	par1cles	inside	the	target	are	

simulated	using	FLUKA	
•  Interac1ons	and	propaga1on	through	horn	material,	decay	volume	and	beam	

dump	made	by	JNUBEAM	(GEANT3+GCALOR)	
•  Tuning	is	done	by	reweigh1ng	mul1plici1es	and	produc1on	cross	sec1ons	in	

FLUKA/JNUBEAM	to	available	data,	mostly	2009	NA61	thin	(2	cm)	target	data	
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Fig. 8 A comparison of the measured inelastic (left) and production
(right) cross sections at different momenta with previously published
results. Bellettini et al. (green full circle) [35], Denisov et al. (grey full
triangles) [36] and MIPP (black full diamond) [37] measured the inelas-
tic cross section while Carroll et al. (pink full inverted triangle) [38]

result corresponds to the production cross section. Inelastic cross sec-
tion measurements performed by Denisov et al. with the hodoscope
method are shown as well (open inverted triangles). The NA61/SHINE
measurements with 2007 (blue open square) and 2009 (red full square)
data samples are shown

fprod = 0.993 ± 0.000(det) +0.001
−0.012(mod)

finel = 0.988+0.001
−0.008(det) +0.000

−0.008(mod)

where “det” is the detector systematic uncertainty obtained
by performing the simulation for different positions and sizes
of S4, taking also into account the beam divergence mea-
sured from the data. The uncertainty “mod” resulting from
the choice of physics model was calculated as the largest dif-
ference between the contributions estimated for σ f

qe with dif-
ferent GEANT4 physics models (FTFP_BERT, QBBC and
QGSP_BERT, as well as FTF_BIC physics list) and from
measured data for σ f

el as described above.
Inserting these values of the elastic and quasi-elastic cross

sections, and of the fractions accepted by the trigger into
Eqs. (12) and (13), one obtains the final results:

σinel = 258.4 ± 2.8(stat) ± 1.2(det) +5.0
−2.9(mod) mb, (16)

σprod = 230.7 ± 2.8(stat) ± 1.2(det) +6.3
−3.5(mod) mb, (17)

where “stat” is the statistical uncertainty, “det” is the total
detector systematic uncertainty and “mod” is the uncertainty
caused by the choice of physics model. The total uncertainty
of σprod is +7.0

−4.6 mb, which is significantly smaller than that
of the NA61/SHINE result obtained from the 2007 data.
The dominant uncertainty comes from the choice of physics
model used to derive the production cross section from the
trigger cross section.

The new NA61/SHINE results on inelastic and production
cross section agree, in general, with the previously published
measurements as shown in Fig. 8. A possible tension with
measurements by Denisov et al. [36], which are assigned
a rather small systematic uncertainty of 1 %, could be due
to different experimental techniques used to extract σinel. As
discussed in Ref. [32], various approaches to define and mea-

sure σinel could lead to differences of up to 8 mb for proton–
carbon interactions.

4 Spectra analysis techniques and uncertainties

This section presents analysis techniques developed for the
measurements of the differential inclusive spectra of hadrons.
Details are shown on data selection and binning, on particle
identification (PID) methods as well as on the calculation of
correction factors and the estimation of systematic uncertain-
ties.

The data analysis procedure consists of the following
steps:

(i) application of event and track selection criteria,
(ii) determination of spectra of hadrons using the selected

events and tracks,
(iii) evaluation of corrections to the spectra based on exper-

imental data and simulations,
(iv) calculation of the corrected spectra.

Corrections for the following biases were evaluated and
applied:

(i) geometrical acceptance,
(ii) reconstruction efficiency,

(iii) contribution of off-target interactions,
(iv) contribution of other (misidentified) particles,
(v) feed-down from decays of neutral strange particles,

(vi) analysis-specific effects (e.g. ToF-F efficiency, PID, K−

and p̄ contamination, etc.).

All these steps are described in the following subsections
for each of the employed identification technique separately.
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FLUKA σprod = 240.3 mb

- interaction rate is tuned using the experimental σprod. (= σinel. - σqe.) 
- 30GeV p+C interaction rate tuning is based on the NA61 data

- uncertainty size is determined by the size of σqe (=33.3mb@30GeV)

In the flux prediction, hadron production tuning is performed 
in the two step

(1) interaction rate tuning



Hadron production tuning (cont.)
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Figure 16: The meson multiplicity weights from NA61/SHINE data over FLUKA 2011.2b.

28

(2) multiplicity tuning

- utilizing the NA61 2009 thin target π±, K±, K0S, p+ multiplicity data 
‣ primary p+C interaction 
‣ secondary & tertiary interaction with A scaling and energy scaling 
- flux uncertainties from the NA61 systematic errors, NA61 non-
covered phase space and scaling methods are evaluated

NA61/FLUKA (π+ on C)
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Figure 16: The meson multiplicity weights from NA61/SHINE data over FLUKA 2011.2b.
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NA61/FLUKA (K+ on C)

•  Beam	protons	ini1al	condi1ons	based	on	monitor	measurements	
•  Interac1ons	of	beam	protons	and	secondary	par1cles	inside	the	target	are	

simulated	using	FLUKA	
•  Interac1ons	and	propaga1on	through	horn	material,	decay	volume	and	beam	

dump	made	by	JNUBEAM	(GEANT3+GCALOR)	
•  Tuning	is	done	by	reweigh1ng	mul1plici1es	and	produc1on	cross	sec1ons	in	

FLUKA/JNUBEAM	to	available	data,	mostly	2009	NA61	thin	(2	cm)	target	data	
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Results of hadron production tuning

• major contribution at T2K peak energy (0.6GeV) is 
the pion multiplicity and interaction rate tuning
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Figure 107: Breakdown of the tuning factors for combined Runs 1 to 5b at Super-Kamiokande.
The tuning factors are computed with respect to 13a nominal flux in positive focussing mode.
Errors are not shown.
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•contribution of each hadron production tuning for FD flux 
(forward horn current) is shown 



Predicted flux at FDNeutrino flux prediction

• Larger “wrong-sign” component in ν-mode 
- especially in higher energy region
- ~3% at peak energy (~600 MeV)
• ~9% uncertainty at peak energy 8

ν mode ν mode
box indicates size of the systematic uncertainty

- a large wrong-sign 
components in anti-ν mode 
- ~3% at peak energy 

- νμ mainly comes from π decay 
- νe comes from μ and K decays  
(μ decay is dominant below 1GeV) 
- less than 1% intrinsic beam νe



T2K flux uncertainty
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Figure 113: The total uncertainties evaluated on the SK flux prediction. The 13av2 uncertainty
is the current version. The 11bv3.2 is the previous version.
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•total uncertainty is ~10% at peak (it is comparable between ν 
and anti-ν mode)
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Figure 114: The total uncertainties evaluated on the ND280 flux prediction. The 13av2
uncertainty is the current version. The 11bv3.2 is the previous version.
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T2K flux uncertainty (cont.)
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Figure 109: The hadron interaction model uncertainties evaluated on the SK flux prediction.
The 13av2 uncertainty is the current version. The 11bv3.2 is the previous version that used the
NA61 2007 thin target data in the tuning.
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•Interaction length error is the largest source of the hadron 
interaction error
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Figure 113: The total uncertainties evaluated on the SK flux prediction. The 13av2 uncertainty
is the current version. The 11bv3.2 is the previous version.
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Breakdown of “Hadron interactions”



Flux correlation
•correlation between 
FD and ND (as well 
as the covariance 
matrix) is also 
calculated thanks to 
the knowledge of 
hadron production 
data
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Toward further improvement

sin2 θ23 ¼ 0.528. The νe (ν̄e) contamination in the ν̄e (νe)
sample is 17.4% (0.5%), and the proportion of the sample
expected to correspond to oscillated ν̄e (νe) events is 46.4%
(80.9%) for δCP ¼ −π=2. A more detailed description of
the candidate event selections can be found in previous
publications [14]. The ν̄e signal events are concentrated in
the forward direction with respect to the beam, unlike the
backgrounds (Fig. 3). Therefore, incorporating recon-
structed lepton angle information in the analysis increases
the sensitivity. The reconstructed neutrino energy spectra for
the νe and ν̄e samples is shown in Fig. 4.
The systematic errors concerning the detector behavior

are estimated using atmospheric neutrino and cosmic-ray
muon events. A sample of hybrid data-Monte Carlo events
is also used to evaluate uncertainties regarding π0 rejection.

Correlations between the uncertainties for the four samples
are taken into account in the fits.
The fractional variation of the number of expected events

for the four samples owing to the various sources of
systematic uncertainty are shown in Table II. A more in-
depth description of the sources of systematic uncertainty
in the fit is given in [14], although this reference does not
cover the updates discussed in previous sections.
Oscillation analysis.—The oscillation parameters

sin2 θ23, Δm2
32, sin

2 θ13, and δCP are estimated by perform-
ing a joint maximum-likelihood fit of the four far-detector
samples. The oscillation probabilities are calculated using
the full three-flavor oscillation formulas [39]. Matter effects
are included with an Earth density of ρ ¼ 2.6 g=cm3 [40].
As described previously, the priors for the beam flux and

neutrino interaction cross-section parameters are obtained
from the fit with the near-detector data. The priors [8] for
the solar neutrino oscillation parameters—whose impact is
almost negligible—are sin22θ12¼0.846"0.021, Δm2

21 ¼
ð7.53" 0.18Þ × 10−5 eV2=c4, and in some fits we use
sin2 2θ13 ¼ 0.085" 0.005 [8], called the “reactor meas-
urement.” Flat priors are used for sin2 θ23, Δm2

32, and δCP.
We use a procedure analogous to [15]: we integrate the

likelihood over the prior probability density function of the
nuisance parameters and we obtain the marginal likelihood
which depends only on the relevant oscillation parameters.We
define−2Δ lnL ¼ −2 ln½LðoÞ=Lmax& as the ratio between the
marginal likelihood at the point o of the relevant oscillation
parameter space and the maximum marginal likelihood.
We have conducted three analyses using different

far-detector event quantities and different statistical
approaches. All of them use the neutrino energy recon-

structed in the CCQE hypothesis (Erec) for the ν
ð−Þ

μ samples.
The first analysis uses Erec and the reconstructed angle
between the lepton and the neutrino beam direction, θlep,

of the ν
ð−Þ

e candidate samples and provides confidence
intervals using a hybrid Bayesian-frequentist approach
[41]. These results are shown in the following figures.
The second analysis is fully Bayesian and uses the lepton

momentum, plep, and θlep for the ν
ð−Þ

e samples to compute
credible intervals using the posterior probability. The third

analysis uses only Erec spectra for the ν
ð−Þ

e samples and a
Markov chain Monte Carlo method [42] to provide
Bayesian credible intervals. This analysis performs a
simultaneous fit of both the near- and far-detector data,
providing a validation of the extrapolation of the flux, cross
section, and detector systematic parameters from the near to
far detector. All three methods are in good agreement.
An indication of the sensitivity to δCP and the mass

ordering can be obtained from Table I. If CP violation is
maximal (δCP ¼ "π=2), the predicted variation of the total
number of events with respect to the CP conservation
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FIG. 3. The reconstructed lepton momentum and angle relative
to the beam at the far detector for the ν̄e sample signal (left) and
background (right) expectation with the data overlaid (blue
points).
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FIG. 4. The reconstructed neutrino energy at the far detector for
the νe (left) and ν̄e (right) candidate samples is shown together
with the expected distribution without oscillation (blue histo-
gram) and the best fit (red histogram).

TABLE II. Systematic uncertainty on the predicted event rate at
the far detector.

Source (%) νμ νe ν̄μ ν̄e

ND280-unconstrained
cross section

0.7 3.0 0.8 3.3

Flux and ND280-constrained
cross section

2.8 2.9 3.3 3.2

Super-Kamiokande detector systematics 3.9 2.4 3.3 3.1
Final or secondary
hadron interactions

1.5 2.5 2.1 2.5

Total 5.0 5.4 5.2 6.2

PRL 118, 151801 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

14 APRIL 2017

151801-6

Fractional error on NFD (T2K 2016 OA paper)

w/o ND280 fit 
flux error is 7~9% 
xsec error is 7~10%

• The flux uncertainties is reduced using ND data thanks to the correlation between FD 
and ND  

- e.g. F/N ratio error is already less than 2% (sufficient precision)  

• Next step is to reduce the ND280 flux uncertainty (~10% at peak) which is the 
present largest error in the cross section measurement 

• We can reduce the NFD error with the improved cross section measurement



Summary
• T2K flux prediction with ~10% uncertainty is achieved 
thanks to NA61/SHINE measurement 

• we were able to tune the flux with the 2007 thin target 
data before the T2K νe appearance indication in 2011 

• Hadron production tuning is still a largest uncertainty of 
T2K flux  

• we plan to reduce this using the replica target data  

• M.Friend will give a talk of future improvement


