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Virtual Collaboration = sharing equipments, technology and human sources

Implementation of intelligent digital
technologies of new generation into
education and organisation of research work

Central project of Ministry of Education, SR

…started in 2003, budget 200 000 EUR/Year; 

…coherent waves of activities across Slovakia…



Methodology of work

- problem definition

-- looking for world leader

- creating a expert team to start

a effective collaboration with

world leader team

-- creating a large 

dissemination  team to correlate

activities thru whole Slovakia

examples:

- Collaboration with CALTECH

-- Collaboration with HASYLAB

-Virtual Institute of Material 
Research



VRVSVRVS/EVO/EVO CaltechCaltech SKSK teamteam

Ing. Viktor Michalčin, PhD.Ing. Michal PaulinyIng. Pavel Farkaš, PhD.

Ing. Martin HarčárMgr. Rastislav Adamek

•The Slovak development Team is located at UPJŠ in Košice, Slovakia
•Developing/enhancing of user’s applications for VRVS/EVO 
•Videocodecs (H.261/H.263), VRVS client for PocketPC, desktop sharing,    
OpenGL integration, videotranscoding, whiteboard,...

•2 members (Ing. Juraj Sučík and Ing. Marek Domaracký) are working in CERN 



H.263 XGA 
(1024 x 768)

H.261 CIF
(352 x 288)

H.263 VGA
(640 x 480)

OpenGL 
displaying

Desktop 
sharing

VRVSVRVS/EVO/EVO CaltechCaltech SKSK teamteam

PocketVRVS



Transfer Technology Laboratory at P.J. Safarik Univ. in Kosice

P. Murin, M. Domaracky

Portal of Virtual Services

A. Dirner

WEB university – multimedia Archive

Videostreaming server support

M. Binas, S. Zavoda

Intelligent archive system 

-A bridge between

TU Kosice & UPJS Kosice



VK has very close contact with industry 

Audio-video mixer
…how to implement echo 
cancellation card in a 
conference room…

… new setup design …



VK – technical service team

Bratislava

Kosice

New videoconference rooms at all universities           and at Ministry of Education

… how to enter 2 virtual session

at the same time…



VK – Institutional teams



Direct contact: CALTECH & Ministry
July 2005



COUNTRY                        CAPITAL                      CASTLE

WEB oriented videoconferencing infrastructure for academic Slovakia

HISTORY                       LIBRARY

•5 Virtual rooms

•4 VRVS reflectors

•1 EVO reflector

•Archive testbad

•VRVS-SK teamhttp://vrvs.org

(2003, September 11)



Status of the project implementation, May 2006

Physics masterclasses …60 EU universities…

DIV - didactic internet broadcast. 

… magnetic levitation …



ISI GRID
TESTBED

EVENT
BILDER

STORAGE

SCIENTIFIC
ANALYZIS

INFORMATION
SOCIETY

EVOLUTION

ISI GRID PROJECT AND ITS REALIZATION

Testbed upgrade

FEEDBACK

Project is / will be 
implemented as a 
social experiment 
using methodology 
typical for HEP,

but, of course, 
accepting human 
ethics…

…we assume to  build up 
the new equipment 
infrastructure as a 
process… where also social 
scientists are invited to 
optimalize the future 
infrastructure…
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Portal of Virtual services

Communication Grid System - EVO

Archive Grid system - AVE

Computational GRID System – EGEE

Networking infrastructure - SANET

ISI GRID LAYERS STRUCTURE Why ?
… request for a new 
services…

… to build up a scalable 
system, which will 
support a heterogenic 
and distributed 
systems…





SANET2 Network

• Fully based on dark fibre
• Ethernet everywhere (LAN, MAN, WAN)

– significant reduction of network complexity
– much lower cost than routers with POS interfaces 
– easy and unified management

• First part in production since Feb. 2002



International Connectivity

• Cross-border fibre to AT, CZ 
– IRU-like contracts for 10 years
– maintenance provided by DF owner

• CBF to PL, HU and UA planned
• Peerings: 10 GE connection to SIX, VIX and NIX
• Commodity IP transit (Sprint, GTS)
• Connection to GEANT



CBF Bratislava - Wien

• Gigabit ethernet in production since Aug. 2002
• 108 km of G.652 fibre - chromatic dispersion too high 

for today’s ZR XENPAKs
• Changed the intercity part for G.655 fibre:

6 km of G.652 + 90 km of G.655 + 12 km of G.652
• Connection from G.652 to G.655 had to be spliced 
• 10-gigabit ethernet in production since 26.1.2006

– NIL solution, no amplifier nor DCM needed



CBF Bratislava - Brno

• 200 km of G.652 fibre
• Gigabit ethernet in production since Apr. 2003 
• L2 switch used as signal repeater

– not optimal if several lambdas need to be installed

• CESNET developed and deployed NIL solution with 
CzechLight amplifiers providing 4 lambdas

• 10-gigabit ethernet in production since 14.2.2006



21%
11%9%

33%

4% 22%

SK CZ PL AT Int Geant

External Traffic



National Backbone

• 1770 km of dark fibre
• 2 providers: Orange, 

Slovak Railways 
• IRU-like contracts

for 10 years
• Maintenance provided 

by DF owner



Metropolitan Networks

• Originally in 8 regional centres
• Now also in other towns
• Ducts + cables owned by SANET

– upto 144 fibre strands per cable
– maintenance outsourced to specialized company

• Coordinated activities with other investors
– significantly lower trenching costs

• Cooperation with local governments



Backbone Equipment

• 16 x Catalyst 6509
– 4 x 10 GE, 48 x GE, 48 x FE ports

• 10 x Catalyst 3750/3550
– 2 x GE, 24 x FE ports

• Long reach optical transceivers
– approx. 70 pieces in total 



Research & Future Plans (2)

• 100-gigabit ethernet development
– native next step for SANET without the need for 

additional technology
– no change in overall network concept
– with advanced modulation and 4 lambdas @ 12.5G reach 

over dark fibre might be similar to 10 GE
– if ready in 2010, it will match SANET’s upgrade cycle  
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Portal of Virtual services

Communication Grid System - EVO

Archive Grid system - AVE

Computational GRID System – EGEE

Networking infrastructure - SANET

ISI GRID LAYERS STRUCTURE Why ?
… request for a new 
services…

… to build up a scalable 
system, which will 
support a heterogenic 
and distributed 
systems…



MMCP06, Aug 28- Sep 1, High Tatras

Grid Computing Infrastructure 

Babik(1,2,3), M., Bruncko(1), D., Daranyi(2,3), T., Hluchy(2),L., 
Pincak, R. (1), Strizenec(1), P., Toth(2,3), A., Zvada M.(1)

Institute of Experimental Physics, SAS, Kosice(1)

Institute of Informatics, SAS, Bratislava(2)

Center for Intelligent Technologies, Technical University, 
Kosice(3)



MMCP06, Aug 28- Sep 1, High Tatras

IISAS-Bratislava

IISAS-Bratislava
24 CPU (P4 2.4GHz), 512MB RAM
300 GB
Alice, Atlas, Dteam, ESR, Magic
http://goc.grid.sinica.edu.tw/gstat/IISAS-Bratislava/



MMCP06, Aug 28- Sep 1, High Tatras

FMPhI-Bratislava

FMPhI-UNIBA
39 CPU, dual Athlon
1.4 TB
Alice, Atlas, Dteam
http://goc.grid.sinica.edu.tw/gstat/FMPhI-Bratislava/



MMCP06, Aug 28- Sep 1, High Tatras

TU-Kosice

TU-Kosice
22 CPUs, P4 2.6 GHz
150 GB
Dteam, ESR, VOCE
http://goc.grid.sinica.edu.tw/gstat/TU-Kosice/



MMCP06, Aug 28- Sep 1, High Tatras

IEPSAS-Kosice

IEPSAS-Kosice
26 CPUs (56 CPUs), P4 3.2 GHz
8 TB 
Dteam, Alice, Atlas
http://goc.grid.sinica.edu.tw/gstat/IEPSAS-Kosice/



MMCP06, Aug 28- Sep 1, High Tatras

Activities

• Existing IISAS activities in EGEE:
• Service Activies (SA)

– Participating in the CE Regional Operating Center (ROC)
– 1st line operational support for the CE region (helpdesk)
– Middleware deployment and support
– Grid Services for infrastructure or VOs
– Certification testbed
– Training of system administrators

• Network Activities (NA)
– End user training
– Application developers training
– Dissemination
– Gridification of existing applications



MMCP06, Aug 28- Sep 1, High Tatras

Atlas jobs
• MC simulations
• 1200 simulation jobs, 500 reconstruction jobs 
• 450 GB produced



MMCP06, Aug 28- Sep 1, High Tatras

IEPSAS-Kosice overall

•Future plans
•Hardware upgrade
•Alice integration

•Contacts:
Marian.Babik@saske.sk
Jan.Astalos@savba.sk
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Portal of Virtual services

Communication Grid System - EVO

Archive Grid system - AVE

Computational GRID System – EGEE

Networking infrastructure - SANET

ISI GRID LAYERS STRUCTURE Why ?
… request for a new 
services…

… to build up a scalable 
system, which will 
support a heterogenic 
and distributed 
systems…



Portal of the Virtual services   http://vk.upjs.sk



New archive system

-automatic dump of a 
videoconference 
session

-capacity: 30 events

Realization: December 2006



Archive Testbed

-To develop a monitoring 
system

--To test of performance 
of this kind of system



Monitoring

and testing



Test of capacity

1PC is able to dump 
about 15 parallel 
events. GOOD



Please enter our virtual world

http://vk.upjs.sk

Thanks

murin@vk.upjs.sk


