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TOTEM pp, general 
purpose; HI

pp, general 
purpose; HI

LHCb: B-physics

ALICE: 
HI

pp  √s =14 TeV  L=1034 cm-2 s-1

27 km Tunnel in Switzerland & France

Large Hadron Collider
CERN, Geneva: 2007 Start 

Large Hadron Collider
CERN, Geneva: 2007 Start 

CMS

Atlas

Higgs, SUSY, Extra Dimensions, CP Violation, QG Plasma, …
the Unexpected

6000+  Physicists
250+  Institutes

60+ Countries

Challenges: Analyze petabytes of complex data cooperatively
Harness global computing, data & network resources



The LHC Data Grid Hierarchy Concept:
Refined in DISUN, UltraLight

Emerging Vision: A Richly Structured, Global Dynamic System

2.5 - 30 Gbps

Outside/CERN Ratio Larger; Expanded Role of 
Tier1s & Tier2s: Greater Reliance on Networks

CERN/Outside Resource Ratio ~1:4

Tier0/(Σ Tier1)/(Σ Tier2)      ~1:2:2

Brazil …



LCG

Slide No. 5

LHC Computing Grid – Technical Design Report

Tier-2s

~100 Identified           – Number still growing

J. Knobloch

The Proliferation of Tier2s
LHC Computing will be

More Dynamic & Network-Oriented



Global Networks for HENPGlobal Networks for HENP

National and International Networks, with sufficient National and International Networks, with sufficient 
(and rapidly increasing) capacity and capability, are (and rapidly increasing) capacity and capability, are 
essential foressential for

Detector construction, software and computing Detector construction, software and computing 
system development & construction on a global system development & construction on a global 
scalescale
Data analysis, and the daily conduct of collaborative  Data analysis, and the daily conduct of collaborative  
work in both experiment and theory, work in both experiment and theory, 
Involving physicists from all world regionsInvolving physicists from all world regions
The conception, design and implementation of  The conception, design and implementation of  
next generation facilities as next generation facilities as ““global networksglobal networks””

““Collaborations on this scale would never have been Collaborations on this scale would never have been 
attempted, if they could not rely on excellent attempted, if they could not rely on excellent 
networksnetworks”” (L. Price)(L. Price)



Challenges of Next Generation 
Science in the Information Age
Challenges of Next Generation 
Science in the Information Age

Flagship Applications Flagship Applications 
High Energy & Nuclear Physics, High Energy & Nuclear Physics, AstroPhysicsAstroPhysics Sky Surveys:Sky Surveys:

TByteTByte to to PBytePByte ““blockblock”” transfers at 1transfers at 1--10+ 10+ GbpsGbps
eVLBIeVLBI:: Many real time data streams at  1Many real time data streams at  1--10 10 GbpsGbps
BioInformaticsBioInformatics, Clinical Imaging:, Clinical Imaging: GByteGByte images on demandimages on demand
Fusion Energy:Fusion Energy: Time Critical BurstTime Critical Burst--Data Distribution; Data Distribution; 

Distributed Plasma Simulations, Visualization, AnalysisDistributed Plasma Simulations, Visualization, Analysis
Analysis Challenge:Analysis Challenge: Harness global computing, storage Harness global computing, storage 
and and NETWORK NETWORK resources, to resources, to enable a global community to  enable a global community to  
work collaboratively over great distanceswork collaboratively over great distances

PetabytesPetabytes of  complex data explored and analyzed by 100sof  complex data explored and analyzed by 100s--1000s   1000s   
of globally dispersed scientists, in 10sof globally dispersed scientists, in 10s--100s of teams100s of teams



SLOAN Digital Sky Survey:
Living in an Exponential World

300 M Celestial Objects; ¼ Sky in 5 Colors
Mine the data for:
New (kinds of) objects or more 
of interesting ones (quasars);
Density variations & correlations 
in very large parameter space

E.g. Redshift Survey of 1M Galaxies
and 100k Quasars
Several hundred TB now: moving to PBytes

1 pixel (byte) / sq arc second ~ 4TB
Multi-spectral, temporal, … Petabytes

Data doubles every year;
Data is public after 1 year 1970

1975 1980 1985 1990 1995 2000
0.1

1

10

100

1000

CCDs Glass



ICFA Standing Committee on 
Interregional Connectivity (SCIC)

ICFA Standing Committee on 
Interregional Connectivity (SCIC)

Created in July 1998 in Vancouver ; Following ICFACreated in July 1998 in Vancouver ; Following ICFA--NTFNTF
CHARGE: CHARGE: 

Make recommendations to ICFA concerning the connectivityMake recommendations to ICFA concerning the connectivity
between the Americas, Asia and Europe between the Americas, Asia and Europe 
As part of the process of developing theseAs part of the process of developing these
recommendations, the committee shouldrecommendations, the committee should

Monitor traffic on the worldMonitor traffic on the world’’s networks  s networks  
Keep track of technology developmentsKeep track of technology developments
Periodically review forecasts of future Periodically review forecasts of future 
bandwidth needs, and bandwidth needs, and 
Provide early warning of potential problemsProvide early warning of potential problems

Representatives: Major labs, ECFA, Representatives: Major labs, ECFA, ACFA,NorthACFA,North and and 
Latin American Users, Russia, ChinaLatin American Users, Russia, China



SCIC in 2005-2006
http://cern.ch/icfa-scic
SCIC in 2005-2006

http://cern.ch/icfa-scic
Three 2006 Reports:Three 2006 Reports:

Rapid Progress, Deepening Digital Divide Rapid Progress, Deepening Digital Divide 
Main Report: Main Report: ““Networking for HENPNetworking for HENP”” [H. Newman, et al.][H. Newman, et al.]

Includes Updates on the Digital Divide, WorldIncludes Updates on the Digital Divide, World
Network Status; Brief updates on Monitoring Network Status; Brief updates on Monitoring 
and Advanced Technologies and Advanced Technologies 
29 29 Appendices: A World Network Overview Appendices: A World Network Overview 
Status and Plans for the Next Few Years of NatStatus and Plans for the Next Few Years of Nat’’l & l & 
Regional Networks, HEP Labs, & Optical Net InitiativesRegional Networks, HEP Labs, & Optical Net Initiatives

Monitoring Working Group ReportMonitoring Working Group Report [L. Cottrell] [L. Cottrell] 
Also See: Also See: 

TERENA (TERENA (www.terena.nlwww.terena.nl) ) 2005 Compendium:2005 Compendium:
InIn--depth Annual Survey on R&E Networks in Europedepth Annual Survey on R&E Networks in Europe
http://internetworldstats.comhttp://internetworldstats.com: Worldwide Internet Use                : Worldwide Internet Use                
SCIC 2003 Digital Divide ReportSCIC 2003 Digital Divide Report [A. Santoro et al.][A. Santoro et al.]



ICFA Report 2006 Update: 
Main Trends Deepen and Accelerate

ICFA Report 2006 Update: ICFA Report 2006 Update: 
Main Trends Deepen and AccelerateMain Trends Deepen and Accelerate

Current generation of 10 Current generation of 10 GbpsGbps network backbones and major Intnetwork backbones and major Int’’l l 
links arrived in 2001links arrived in 2001--5 in US, Europe, Japan, Korea; Now 5 in US, Europe, Japan, Korea; Now China China 

Bandwidth Growth: from 4 to 1000 Times in 5 YearsBandwidth Growth: from 4 to 1000 Times in 5 Years
Much Faster than MooreMuch Faster than Moore’’s Law, and other areas of ITs Law, and other areas of IT

Rapid Spread of Rapid Spread of ““Dark FiberDark Fiber”” and DWDM: the emergence of and DWDM: the emergence of 
Continental, NatContinental, Nat’’l, State & Metro l, State & Metro ““HybridHybrid”” Networks in Many NationsNetworks in Many Nations

CostCost--effective 10G or N X 10G Backbones, complemented by Pointeffective 10G or N X 10G Backbones, complemented by Point--toto--
point point ““LightLight--pathspaths”” for for ““Data Intensive ScienceData Intensive Science””, notably HEP, notably HEP

Proliferation of 10G links across the Atlantic & Pacific; Proliferation of 10G links across the Atlantic & Pacific; Use of Use of 
multiple 10G Links (e.g. USmultiple 10G Links (e.g. US--CERN) along major paths began in Fall 2005CERN) along major paths began in Fall 2005

On track for ~10 X 10G networking for LHC, in production by 2007On track for ~10 X 10G networking for LHC, in production by 2007--88
Technology evolution continues to drive performance higher, Technology evolution continues to drive performance higher, 
equipment costs Lower equipment costs Lower 

Commoditization of Gigabit and now 10Commoditization of Gigabit and now 10--Gigabit Ethernet on serversGigabit Ethernet on servers
The release of new busses (PCI Express) in PCThe release of new busses (PCI Express) in PC’’s and network s and network 
interfaces is starting nowinterfaces is starting now

2006 Outlook2006 Outlook:: Continued growth in bandwidth deployment & useContinued growth in bandwidth deployment & use
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Long Term Trends in Network Long Term Trends in Network 
Traffic Volumes: 300Traffic Volumes: 300--1000X/10Yrs1000X/10Yrs

SLAC Traffic ~400 Mbps; Growth in 
Steps (ESNet Limit): ~ 10X/4 Years.
Projected: ~2 Terabits/s by ~2014

W. Johnston

L. Cottrell

Progress
in Steps
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ESnet Accepted Traffic 1990 – 2005
Exponential Growth: 

+82%/Year for the Last 15 Years



HENP Bandwidth Roadmap 
for Major Links (in Gbps)

HENP Bandwidth Roadmap 
for Major Links (in Gbps)

Year Production Experimental Remarks 

2001 0.155  0.622-2.5 SONET/SDH 

2002 0.622 2.5 SONET/SDH 
DWDM; GigE Integ. 

2003 2.5 10  DWDM; 1 + 10 GigE 
Integration 

2005 10 2-4 X 10  λ Switch; 
λ Provisioning 

2007 2-4 X 10 ~10 X 10;  
40 Gbps 

1st Gen. λ Grids 

2009 ~10 X 10 
or  1-2 X 40 

~5 X 40 or 
~20-50 X 10

40 Gbps λ 
Switching 

2011 ~5 X 40 or 
~20 X 10 

~25 X 40 or 
~100 X 10  

2nd Gen λ Grids 
Terabit Networks 

2013 ~Terabit ~MultiTbps ~Fill One Fiber  
 Continuing Trend: ~400-1000 Times Bandwidth Growth Per Decade

Paralleled by ESnet Roadmap for Data Intensive Sciences  



Int’l Networks BW on Major Links 
for HENP: US-CERN Example

Int’l Networks BW on Major Links 
for HENP: US-CERN Example

Rate of Progress >> MooreRate of Progress >> Moore’’s Law (USs Law (US--CERN Example)CERN Example)
9.6 kbps Analog9.6 kbps Analog 1985)1985)
6464--256 kbps Digital       256 kbps Digital       1989 1989 -- 1994)         1994)         [X 7 [X 7 –– 27]27]
1.5 Mbps Shared           1.5 Mbps Shared           19901990--3; IBM)        3; IBM)        [X 160][X 160]
2 2 --4 Mbps4 Mbps 19961996--1998)           1998)           [X  200[X  200--400]400]
1212--20 Mbps                    20 Mbps                    19991999--2000)           2000)           [X 1.2k[X 1.2k--2k]2k]
155155--310 Mbps310 Mbps 20012001--2)         2)         [X 16k [X 16k –– 32k]32k]
622 Mbps622 Mbps 20022002--3)           3)           [X 65k][X 65k]
2.5 2.5 GbpsGbps ((λλ)       )       20032003--4    4    [X 250k][X 250k]
10 10 GbpsGbps 20042004--55 [X 1M][X 1M]
2 x 10 2 x 10 GbpsGbps 20052005--6 6 [X 2M][X 2M]
3 to 4 3 to 4 x 10 x 10 GbpsGbps 20072007--88 [X 3[X 3--4M]4M]
6 to 8 x 10 6 to 8 x 10 GbpsGbps 20092009--1010 [X 6[X 6--8M]8M]

A factor of ~1M  Bandwidth Growth over 1985A factor of ~1M  Bandwidth Growth over 1985--2005;  2005;  
Slower growth: (10 X in 5 Years) until Slower growth: (10 X in 5 Years) until 100 100 GbpsGbps λλ’’ss in ~2010in ~2010--1111
HENP has become a leading applications driver, HENP has become a leading applications driver, 
and also a coand also a co--developer of global networks developer of global networks 



Science Network Requirements Aggregation Summary

• Guaranteed 
bandwidth

• Traffic isolation
• PKI / Grid

Guaranteed 
bandwidth

• PKI / Grid

• Guaranteed 
bandwidth

• PKI / Grid

• Guaranteed 
bandwidth

• High-speed 
multicast

• Guaranteed 
bandwidth

• PKI / Grid

Network Services

• Bulk data
• Coupled 

computational 
processes

• Bulk data
• Remote 

control

• Bulk data

• Bulk data
• Remote 

control
• Point-to-

multipoint

• Bulk data
• Remote 

control

Traffic 
Characteristics

60 to 80 
Gbps
(30-40 

Gbps per 
US Tier1)

10 Gbps• US Tier1 (FNAL, 
BNL)
• US Tier2
• International 
(Europe, Canada)

99.95+%
(< 4 hrs 

per 
year)

High 
Energy 
Physics 
(LHC)

5 PB/year
5 Gbps

-• DOE sites
• US Universities
• Int’l

-Climate 
Science

Tens of 
Gigabits/
second

-• DOE sites
• US Universities
• Industry

-Chem./ 
Combustion

250 Gbps625 Mbps
12.5 Gbps 
in two yrs

• DOE sites
• US Universities

-Bio-
informatics

5 TB/day
1.5 Gbps

1 TB/day
300 Mbps

• DOE sites
• US Universities
• Industry

-Advanced 
Light 
Source

5 years 
End2End 

Band width

Today 
End2End 

Band 
width

ConnectivityEnd2End 
Reliability

Science Drivers
Science Areas / 
Facilities

Immediate Requirements

W. Johnston
ESnet



Internet Growth in the World At LargeInternet Growth in the World At Large
Amsterdam Internet Exchange Point 9/30/06

Traffic More than Doubled (to 180 Gbps) in 1 Year 

50 G

Average

5 Minute
Max

Some Annual Growth Spurts;
Typically In Summer-Fall

“Acceleration” Last Summer 

The Rate of HENP Network Usage Growth (80-100% Per Year) 
is Matched by the Growth of Traffic in the World at Large
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““Onslaught of the LHCOnslaught of the LHC””
0.2 to 1.1 0.2 to 1.1 PetabytesPetabytes/Month in 2 Months/Month in 2 Months

0.20.2

0.40.4

0.60.6

00

1.01.0

0.80.8



LHCNet, ESnet Plan 2006-2009:
20-80Gbps US-CERN, ESnet MANs, IRNC

LHCNet, ESnet Plan 2006-2009:
20-80Gbps US-CERN, ESnet MANs, IRNC

DENDEN

ELPELP

ALBALB
ATLATL

Metropolitan Area Rings

Aus.

Europe

SDGSDG

AsiaPac
SEASEA

Major DOE Office of Science Sites
High-speed cross connects with Internet2/Abilene

New ESnet hubs
ESnet hubs

SNVSNV

Europe

Japan

Science Data Network core, 40-60 Gbps circuit transport
Lab supplied
Major international

Production IP ESnet core, 10 Gbps enterprise IP traffic 

Japan

Aus.

Metro 
Rings

ESnet
SDN Core: 

30-50G

ESnet IP Core
≥10 Gbps

10Gb/s
10Gb/s
30Gb/s
2 x 10Gb/s

NYCNYC
CHICHI

US-LHCNet
Data Network

(3 to 8 x 10 Gbps
US-CERN)

LHCNet Data Network

DCDC
GEANT2
SURFNet
IN2P3

NSF/IRNC circuit; GVA-AMS connection via Surfnet or Geant2

CERN

FNAL

BNL

US-LHCNet: 
Wavelength Triangle to 

NY-CHI-GVA-AMS 
Quadrangle

2007-10: 30, 40, 60, 80G

ESNet MANs to FNAL & BNL; 
Dark fiber to FNAL



LHCOPN: Overlay T0-T1 Network (CERN-NA-EU)

SARA
AS1126 

RAL
AS 

IN2P3
AS789

CNAF
AS137

PIC
AS766

TRIUMF
AS

ASCC
AS 9264

NORDUnet

CERN
AS513 

ESnetUS LHCnet

SURFnet

UKlight

ASnetCANARIE

BNL
AS43 

FNAL
AS3152

Geant2 - IP

Renater

Geant2 -
Lightpaths Gridka

AS680
DFN -
lightpaths

GARR

RedIRIS -
lightpaths

NORDUgrid

Renater -
lightpaths

Backup 
path

Main  
path

L1/L2 
network

L3 
network Tier 1

Netherlight

Switch 
Lightpath

T1-T1 
path

to: CNAF, SARA

to: GridKA

to: GridKA

E. Martelli



Next Generation Next Generation LHCNetLHCNet::
Add Optical CircuitAdd Optical Circuit--Oriented ServicesOriented Services

Based on CIENA Based on CIENA ““Core DirectorCore Director”” Optical MultiplexersOptical Multiplexers
Robust fallback, at the optical layerRobust fallback, at the optical layer
CircuitCircuit--oriented services: Guaranteed Bandwidth Ethernet Private Line (Eoriented services: Guaranteed Bandwidth Ethernet Private Line (EPL)PL)
New standardsNew standards--based software: based software: VCAT/LCAS: Virtual, Dynamic ChannelsVCAT/LCAS: Virtual, Dynamic Channels



Atlantic 
Ocean

US US LHCNetLHCNet 2007 Multiple Fiber Paths: 2007 Multiple Fiber Paths: 
Reliability Through DiversityReliability Through Diversity

NY 111 8th

Pottington

VSNL 
South

NYC
60 Hudson

Highbridge (UK)

VSNL 
North

AMS-SARA
AC-2

Whitesands

GVA-CERNFrankfurt

VSNL

WAL

London Global Crossing
Qwest
Colt
GEANT

NY-MANLAN

CHI-Starlight

Four providers, three separate transatlantic cables 
Colt, Qwest, Global Crossing 
GEANT (Contract via Surfnet, with CERN)



Transition to Community Owned or Transition to Community Owned or 
Operated Optical InfrastructuresOperated Optical Infrastructures

Example: NLR
www.nlr.net

Each Link to 32 X 10G
Cost Recovery Model 
Supports: Cisco Research 
Wave, UltraScience Net,
Atlantic & Pacific Wave;
Initiatives w/HEP 

A Network of Networks 
WaveNet: point-to-point 
lambdas 
FrameNet: Ethernet based 
services
PacketNet: IP Routed Nets

National Lamba Rail



Internet2Internet2’’s s ““NewNetNewNet”” BackboneBackbone

Initial deployment Initial deployment –– 10 x 10 10 x 10 GbpsGbps wavelengths over the footprintwavelengths over the footprint
Maximum capacity Maximum capacity –– 80 x 10 80 x 10 GbpsGbps wavelengthswavelengths
Scalability Scalability –– potential migration to 40 potential migration to 40 GbpsGbps or 100 or 100 GbpsGbps capabilitycapability
Reliability Reliability –– carriercarrier--class standard assurances for wavelengthsclass standard assurances for wavelengths
The community will transition to The community will transition to NewNetNewNet from now, over period of 15 monthsfrom now, over period of 15 months

Level(3) Footprint;Level(3) Footprint;
InfineraInfinera 10 X 10G Core;10 X 10G Core;
CIENA Optical CIENA Optical MuxesMuxes

+Paralleled by Initiatives in: nl, ca, jp, uk, kr; pl, cz, sk, 
pt, ei, gr, hu, si, lu, no, is, dk … + >30 US states



The GÉANT2 Footprint:
Now Being Implemented

Multi-Wavelength Core + 0.6-10G Loops

Dark Fiber Connections
Among 16 Countries:

Austria
Belgium
Bosnia-Herzegovina 
Czech Republic
Denmark
France
Germany
Hungary
Ireland
Italy,
Netherland
Slovakia
Slovenia
Spain
Switzerland
United Kingdom



SURFNet6 in the Netherlands
5300 km of Owned Dark Fiber
SURFNet6 in the Netherlands
5300 km of Owned Dark Fiber

Optical Layer: 5 RingsOptical Layer: 5 Rings
Up to 72 WavelengthsUp to 72 Wavelengths

Support for HEP, Support for HEP, 
RadioastronomersRadioastronomers
Medical ResearchMedical Research K. Neggers



DFN (Germany): 
X-WiN-Fiber Network

Faser KPN
Faser GL
Faser GC
Faser 
vorhanden

GAR

ERL

BAY

MUE

FZJ

AAC BIR

DES

HAM

POT
TUB

FZK

GSI

DUI

BRE

HAN

BRA MAG
BIE

FRA

HEI

STU

REG

DRE

CHE

ZIB

ILM

KIE

ROS

LEI

JENWEI

ESF

HUB

ADH

XX--WiNWiN core in 2006core in 2006
29 dark fiber links29 dark fiber links
9 links with 9 links with 
wavelength serviceswavelength services
9 with both9 with both

SeveralSeveral fibre andfibre and
wavelengths providerswavelengths providers
FiberFiber is relatively cheap is relatively cheap 
–– inin most cases more most cases more 
economiceconomic than than ((oneone) ) 
wavelengthwavelength
XX--Win createsWin creates many new many new 
options; cheaperoptions; cheaper than than 
the the previous Gprevious G--WiNWiN corecore

K. Schauerhammer
V. Guelzow



JAPAN: SuperSINET, JGN2, APANJAPAN: SuperSINET, JGN2, APAN

JGN2

KEK – StarLight-CERN
Layer 2 Link

Research and Education 
Networks in Japan

Four 10G Links to US
High Speed Links to 

Asia Via APAN Y. Karita



APAN-KR : KREONET/KREONet2 IIAPAN-KR : KREONET/KREONet2 II
KREONET

11 Regions, 12 POP Centers
Optical 2.5-10G Backbone;
SONET/SDH, POS, ATM

National IX Connection

KREONET2
Support for Next Gen. Apps:
IPv6, QoS, Multicast; 
Bandwidth Alloc. Services
StarLight/Abilene Connection

International Links
GLORIAD Link to 10G to 
Seattle since Sept. 2005
US: 2 X 622 Mbps via CA*Net; 
GbE via TransPAC
Japan: 2 Gbps

SuperSIREN (7 Res. Institutes)
Optical 10-40G Backbone
Collaborative Environment 
Support
High Speed Wireless: 1.25 G

D. Son



The Global Lambda Integrated Facility for 
Research and Education (GLIF) 

The Global Lambda Integrated Facility for 
Research and Education (GLIF) 

Architecting an International Architecting an International LambdaGridLambdaGrid Infrastructure Infrastructure 
Grid applications Grid applications ““rideride”” on dynamically configured networks on dynamically configured networks 
based on optical wavelengths. based on optical wavelengths. 

10 Gbps Links Across the Atlantic and Pacific, and Dark Fiber Continental, 
National, State and Metro Infrastructures are a New Reality

Interconnecting
Nat’l Lambda Rail (US)

CANARIE (CA)
JGN2 (Japan)

GEANT2 in Europe
CLARA in Latin Am. …

GLORIAD 10G Link
Inaugurated 9/4/05



Data Samples and Transport ScenariosData Samples and Transport Scenarios

4.8 4.8 –– 9.69.613 13 -- 262643 43 -- 868617.5 17.5 -- 2121RAW+RECORAW+RECO
1111303098982020MCMC

0.69 0.69 –– 1.41.41.8 1.8 –– 3.73.76 6 -- 12122.5 2.5 -- 55RECORECO
0.14 0.14 –– 0.280.280.370.37--0.740.741.2 1.2 –– 2.52.50.50.5--11AODAOD

Transfer Transfer 
Time (hrs)Time (hrs)
@ 8 @ 8 GbpsGbps

Transfer Transfer 
Time (hrs) Time (hrs) 
@ 3 @ 3 GbpsGbps

Transfer Transfer 
Time (hrs)Time (hrs)

@ 0.9 @ 0.9 GbpsGbps

Data Data 
Volume Volume 
((TBytesTBytes))

101077 EventEvent
SamplesSamples

101077 Events is a typical data sample for analysis or reconstruction Events is a typical data sample for analysis or reconstruction 
development [Ref.: MONARC]; equivalent to just ~1 daydevelopment [Ref.: MONARC]; equivalent to just ~1 day’’s runnings running
One can only transmit ~2 RAW + REC or MC samples per day One can only transmit ~2 RAW + REC or MC samples per day 
on a fully utilized 10G pathon a fully utilized 10G path

Transport of significant data samples will require one, or multiTransport of significant data samples will require one, or multiple ple 
10G links10G links
Movement of Movement of 101088 eventevent samples takes ~1 week (RAW, MC), samples takes ~1 week (RAW, MC), 
fully utilizing a 10G linkfully utilizing a 10G link
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SDN hubs

Europe
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Asia-Pacific
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CERN (30 Gbps)
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Albuquerque
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San Diego

LA

Production IP core (10Gbps)
SDN core (20-30-40Gbps) 
MANs (20-60 Gbps) or 
backbone loops for site access
International connections

Sunnyvale Denver

South America
(AMPATH)

South America
(AMPATH)

Canada
(CANARIE)

CERN (30 Gbps)Canada
(CANARIE)

Europe
(GEANT)

ESnet4 Prototype Architecture and Configuration

Asia
-

Pa
cif

ic

Asia 
Pacific

High Speed Cross connects with Ineternet2/Abilene

GLORIAD 
(Russia and 

China)

Boise

Houston

Jacksonville

Possible hubs

Tulsa

Boston

Science Data 
Network Core

IP Core

Kan
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ity

A
us

tr
al

ia

Core networks: 40-50 Gbps in 2009-2010, 160-400 Gbps in 2011-2012

Fiber path is ~ 14,000 miles / 24,000 km

W. Johnston ESnet



IPv4 MultiIPv4 Multi--stream record stream record 
6.86 6.86 GbpsGbps X 27kkm:X 27kkm: Nov 2004Nov 2004
PCIPCI--X 2.0: X 2.0: 9.3 9.3 GbpsGbps CaltechCaltech--
StarLightStarLight: Dec 2005: Dec 2005
PCI Express: 9.8 PCI Express: 9.8 GbpsGbps Caltech Caltech ––
Sunnyvale, July 2006Sunnyvale, July 2006
Concentrate now on reliable Concentrate now on reliable 
TerabyteTerabyte--scale file transfersscale file transfers

DiskDisk--toto--disk Marks: disk Marks: 
536 Mbytes/sec (Windows); 536 Mbytes/sec (Windows); 
500 Mbytes/sec (Linux) 500 Mbytes/sec (Linux) 
System Issues:System Issues: PCI Bus, PCI Bus, 
Network Interfaces, Disk I/O Network Interfaces, Disk I/O 
Controllers, Linux Controllers, Linux kernel,CPUkernel,CPU

SC2003SC2003--5: 23, 101, 151 5: 23, 101, 151 GbpsGbps
Fast Data Transport (FDT)Fast Data Transport (FDT)
Streaming ApplicationStreaming Application

Internet2 Land Speed Records & 
SC2003-2005 Records

6.6 Gbps
16500km

4.2 Gbps
16343km5.6 Gbps

10949km
5.4 Gbps
7067km2.5 Gbps

10037km0.9 Gbps
10978km0.4 Gbps
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SC|05 Global Lambdas SC|05 Global Lambdas 
for Particle Physicsfor Particle Physics

We previewed the global-scale data analysis of the LHC Era 
Using a realistic mixture of streams: 

Organized transfer of multi-TB event datasets; plus 
Numerous smaller flows of physics data that absorb 

the remaining capacity

We used Twenty Two [*] 10 Gbps waves to carry bidirectional 
traffic between Fermilab, Caltech, SLAC, BNL, CERN and partner 
Grid sites including: Michigan, Florida, Manchester, 
Rio de Janeiro (UERJ) and Sao Paulo (UNESP) in Brazil,
Korea (Kyungpook), and Japan (KEK)

[*] 15 10 Gbps wavelengths at the Caltech/CACR Booth and 
7  10 GBps wavelengths at the FNAL/SLAC Booth



Bandwidth Challenge  at SC2005Bandwidth Challenge  at SC2005

151 Gbps
Peak

475 TB Total in < 24h; Sustained Rate of 1.1 Petabyte Per Day

MonALISA

100+ Gbps for hours



UERJ T2 HEPGRID Inauguration: 
Dec. 2004: The Team (Santoro et al.)

UERJ Tier2 On Open Science 
Grid (from May 2005)

Work 
Locally; 
Think 

Globally

1 Gbps
Connections 

to UERJ Tier2 
and  Tier3 in 

Sao Paulo
provided 

by RNP (M. 
Stanton)



UNESP 
Cluster

(Novaes)

Sao Paulo 
Regional 

Grid



KyungpookKyungpook National National 
University (Korea) at SC05University (Korea) at SC05

Uses 10Gbps GLORIAD 
link from Korea to US, 
which is called BIG-
GLORIAD, also part of 
UltraLight
Try to saturate this 
BIG-GLORIAD link 
with servers and 
cluster storages 
connected with 10Gbps
Korea is planning to 
be a  Tier-1 site for 
LHC experiments

Korea
U.S.

BIG-GLORIAD



Caltech and CERN at SC2006: Petascale
Transfers for Physics at ~100 Gbps

Disk-to-disk: New Applications for 
science (FDT, LStore)

~250 CPU
~40 10G 

Ports
50 10G NICs
80 TB Disk

Partners:
CERN, US LHC 
T1/T2, ESnet
UERJ, UNESP, 
KNU, KISTI 



MonALISA: Monitoring Optical Switches in Real-time.  
Agents Build an Optical Path on Demand, When Needed

A New Network & Grid Services ParadigmA New Network & Grid Services Paradigm
RealReal--time endtime end--toto--end monitoring and tracking end monitoring and tracking 
Dynamic bandwidth provisioning for workflow Dynamic bandwidth provisioning for workflow 

optimizationoptimization
AgentAgent--based services spanning all layersbased services spanning all layers



Dynamic Network Path Allocation 
Automated Dataset Transfer

Dynamic Network Path Allocation 
Automated Dataset Transfer

Internet

A

>bbcopy A/fileX B/path/

OS path available
Configuring interfaces
Starting Data Transfer

M
onitor

C
ontrol

TL1

Optical Switch

MonALISA
Service

MonALISA Distributed Service System

BOS
Agent

Active light path

Reg
ula

r I
P pa

th
Real time monitoring

APPLICATION

LISA AGENT
LISA sets up 
- Network Interfaces
- TCP stack
- Kernel parameters
- Routes

LISA 
APPLICATION

“use eth1.2, …”

LISALISA
AgentAgent

DATA

Detects errors and automatically Detects errors and automatically 
recreates the path in less than recreates the path in less than 
the TCP timeout (<1second)the TCP timeout (<1second)



Production System: Integrating our 
Distributed Services-Architecture

Production System: Integrating our 
Distributed Services-Architecture

Pluggable structures:Pluggable structures:
LCG & OSG LCG & OSG 
submissionsubmission
Job Job allocalloc. & request. & request
completeness completeness 
policiespolicies

Clarens ServicesClarens Services for for 
distributed component distributed component 
interaction interaction 
MonALISAMonALISA for dashfor dash--
board,T2 and network board,T2 and network 
monitormonitor
Multiple managers,  Multiple managers,  
agents:agents: no single point no single point 
of failureof failure

Emphasis on avoiding Emphasis on avoiding 
or mitigating failure or mitigating failure 
modesmodes



SCIC Main Conclusion for 2006SCIC Main Conclusion for 2006

As we progress we are in danger of leaving the As we progress we are in danger of leaving the 
communities in the lesscommunities in the less--favored regions of the favored regions of the 
world behindworld behind
We must Work to Close the Digital DivideWe must Work to Close the Digital Divide

To make physicists from all world regions full To make physicists from all world regions full 
partners in the scientific discoveriespartners in the scientific discoveries
This is essential for the health of our global This is essential for the health of our global 
collaborations, and our fieldcollaborations, and our field



SCIC Monitoring WG
PingER (Also IEPM-BW)
SCIC Monitoring WG

PingER (Also IEPM-BW)

Measurements from 1995 OnMeasurements from 1995 On
Reports link reliability & qualityReports link reliability & quality

Countries monitoredCountries monitored
Contain 90% of world populationContain 90% of world population
99% of Internet users99% of Internet users

3700 3700 monitormonitor--remote site pairsremote site pairs
35 monitors in 14 countries35 monitors in 14 countries
Capetown,RawalpindiCapetown,Rawalpindi, Bangalore, Bangalore

1000+ remote sites in 120 1000+ remote sites in 120 
CountriesCountries

Monitoring & Remote Sites (1/06)

New

Countries: N. America (2), Latin America (18), Europe (25), Balkans (9), 
Africa (31), Mid East (5), Central Asia (4), South Asia (5), East Asia (4), 

SE Asia (6), Russia includes Belarus & Ukraine (3), China (1) and Oceania (5) 

R. Cottrell



SCIC Monitoring WG - Throughput
Improvements  1995-2006

Bandwidth of TCP < MSS/(RTT*Sqrt(Loss)) 
MatthisMatthis et al., Computer Communication Review 27(3), July 1997et al., Computer Communication Review 27(3), July 1997

40% annual 
improvement 

Factor ~10/7 yrs

Progress: but Digital Divide is Mostly Maintained 

Behind Europe
6 Yrs: Russia, 

Latin America
7 Yrs: Mid-East, 

SE Asia
10 Yrs: South Asia
11 Yrs: Cent. Asia
12 Yrs: Africa

India, Central 
Asia, and Africa 

are in Danger 
of Falling Even 
Farther Behind



Work on the Digital Divide
from Several Perspectives
Work on the Digital Divide
from Several Perspectives

Share Information: Share Information: Monitoring,Monitoring, BW ProgressBW Progress; ; 
Dark Fiber Projects & PricingDark Fiber Projects & Pricing

Model Cases: Poland, Slovakia, Brazil, Czech Rep., China Model Cases: Poland, Slovakia, Brazil, Czech Rep., China ……
Encourage Access to Dark FiberEncourage Access to Dark Fiber

Encourage, and Work on InterEncourage, and Work on Inter--Regional Projects Regional Projects 
GLORIAD,GLORIAD, RussiaRussia--ChinaChina--KoreaKorea--USUS--Europe Optical RingEurope Optical Ring
Latin America: Latin America: CHEPREO/WHRENCHEPREO/WHREN (US(US--Brazil); Brazil); RedCLARARedCLARA
Mediterranean: Mediterranean: EUMEDConnectEUMEDConnect; ; AsiaAsia--Pacific: Pacific: TEIN2TEIN2
India Link to US, Japan and EuropeIndia Link to US, Japan and Europe

Technical Help with Modernizing the Infrastructure:  Technical Help with Modernizing the Infrastructure:  
Provide Tools for Effective Use: Data Transport, Monitoring, Provide Tools for Effective Use: Data Transport, Monitoring, 
Collaboration  Collaboration  
Design, Commissioning, Development    Design, Commissioning, Development    

Raise Awareness: Locally, Regionally & GloballyRaise Awareness: Locally, Regionally & Globally
Digital Divide WorkshopsDigital Divide Workshops
Diplomatic Events: WSIS, RSIS, Bilateral: e.g. USDiplomatic Events: WSIS, RSIS, Bilateral: e.g. US--IndiaIndia



1 10 100 1000 10000 1000

Sweden (SUNET)

Netherlands SURFnet)

United Kingdom

Germany (DFN)

Belgium (BELNET)

Portugal (FCCN)

Poland (PIONIER)

Spain (RedIRIS)

France (RENATER)

Czech Republic (CESNET)

Greece (GRNET)

Switzerland (SWITCH)

Finland (FUNET)

Italy (GARR)

Hungary (HUNGARNET)

Austria (ACOnet)

Iceland (RHnet)

Slovakia (SANET)

Ireland (HEAnet)

Denmark (UNI.C)

Norway (UNINETT)

Slovenia (ARNES)

Romania (RoEduNet)

Latvia (LANET-2)

Moldova

Lithuania (LITNET)

Luxembourg (RESTENA)

Estonia (EENET)

Algeria (CERIST)

Georgia (GRENA)

Israel (IUCC)

Russian Federation (RBNet)

Turkey (ULAKBIM)

Morocco

Croatia (CARNet)

Bulgaria (IST)

Iran (IRANET)

Ukraine (URAN)

Serbia/Montenegro AMREJ)

Kyrgyzstan (KRENA)

Jordan (NITC)

Albania (ANA)

Uzbekistan UzSciNet

Core Capacity (in Mb/s)

Current Core Capacity
Expected Increase in Two Yea

Digital Divide Illustrated by Network 
Infrastructures: TERENA Core Capacity 

Digital Divide Illustrated by Network 
Infrastructures: TERENA Core Capacity 

Core capacity goes 
up in Leaps: 
1 to 2 to N X 10 Gbps;
1-2.5 to 10 Gbps;
0.6-1 to 2.5 Gbps

Current

SE Europe, Medit., FSU, Mid East:
Slower Progress With Older 
Technologies (10-622 Mbps).

Digital Divide Will Not Be Closed

Source: www.terena.nl

1 M 10G 20G10M 100M 1G

By 
~2007

N
 X 10G

 
Lam
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Pourcentage 
of dark fiber in 
the backbone

80-100%

50-80%

0-5 %

5-50%

Unavailable 
data

Highest Bandwidth Link in European NREN’s
Infrastructure; The Trend to Dark Fiber

Highest Bandwidth Link in European NREN’s
Infrastructure; The Trend to Dark Fiber

NRENsNRENs with dark fiber can deploy light paths, to with dark fiber can deploy light paths, to 
support separate communities &/or large support separate communities &/or large pplicationspplications. . 

Up to 100X gain in some cases, at moderate costUp to 100X gain in some cases, at moderate cost

10.0G

1.0G

0.1G

0.01G

Source: 
TERENA

www.terena.nl

80-100 [7]

5-50   [4]

No Data 

<5    [12]

50-80  [2]

Percentage 
of Dark Fiber 
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1660 km of Dark Fiber CWDM Links, 1 to 4 Gbps (GbE) 
August 2002: Dark Fiber Link, to Austria
April 2003: Dark Fiber Link to Czech Republic
2004: Dark Fiber Link to Poland 
Planning         10 GbE Backbone; Dark Fiber to Austria and 

Czech Republic, and Regional and Metro Nets

2500x:  2002-2006

120km CBDF 
Cost 4 k 

Per Month 
1 GE 2/16/05

SLOVAK Academic Network 
February 2006: All Switched Ethernet

T. Weis



4 Years Ago: 
4 Mbps was the highest 

bandwidth link in Slovakia



Czech Republic: CESNET2Czech Republic: CESNET2

2500 km 2500 km 
Leased Leased 

Dark FibersDark Fibers
(since 1999)(since 1999)

20052005--6:6: 32 Wavelength 32 Wavelength 
SoftwareSoftware--Configurable DWDM Ring  Configurable DWDM Ring  
+ More 10GE Connections Installed+ More 10GE Connections Installed

1 1 GbEGbE LightLight--
Paths in Paths in 

CzechLightCzechLight;;
1 1 GbEGbE to to 
Slovakia;Slovakia;

1 1 GbEGbE to to 
PolandPoland



Poland: PIONIER 20G + 10G Cross 
Border Dark Fiber Network (Q4 2006)

Poland: PIONIER 20G + 10G Cross 
Border Dark Fiber Network (Q4 2006)

6000 km of Owned Fiber;6000 km of Owned Fiber;
MultiMulti--Lambda CoreLambda Core
21 Academic 21 Academic MANsMANs

5 5 HPCCsHPCCs
Moving to 20G on all    Moving to 20G on all    

major linksmajor links
Cross Border Dark FibersCross Border Dark Fibers

20G to Germany20G to Germany
10G Each to 10G Each to CzCz, , SkSk
Move to Connect All Move to Connect All 
Neighbors at 10G in 2006Neighbors at 10G in 2006

20G to GEANT;20G to GEANT;
10G to Internet210G to Internet2

Supports Grids, Digital Libraries, Interactive TVSupports Grids, Digital Libraries, Interactive TV
ee--Regional Initiatives   Regional Initiatives   

CBDF 
10Gb/s
(1 λ)

Internet 5 
Gb/s

GDAŃSK

POZNAŃ

ZIELONA 
GÓRA

KATOWICE

KRAKÓW

LUBLIN

WARSZAWA

BYDGOSZCZ

TORUŃ

CZĘSTOCHOWA

BIAŁYSTOK

OLSZTYN

RZESZÓW

BIELSKO-BIAŁA

MAN

KOSZALIN

SZCZECIN

WROCŁAW

ŁÓDŹ

KIELCE
PUŁAWYOPOLE

RADOM

BASNET 155 Mb/s

CESNET, SANET 2x10 Gb/s

2 x 10 
Gb/s
(2 λ)

GÉANT2 10+10 Gb/s
DFN 2x10 Gb/s

GÉANT2/Internet
7,5 Gb/s

CBDF 
10Gb/s
(2 λ)



PIONIER (Poland)Cross Border 
Dark Fiber Plan Locations
PIONIER (Poland)Cross Border 
Dark Fiber Plan Locations

Single Single 
GEANT GEANT PoPPoP
in Poznanin Poznan

M. Turala

Key Enabler Key Enabler 
of Networking of Networking 
in Czech Rep.,in Czech Rep.,

Slovakia, Slovakia, 
& the Ukraine& the Ukraine

64X Backbone Improvement 2002-5

Digital Divide Digital Divide 
WorkshopWorkshop

DDW06DDW06



„Porta Optica – a coordinated task to Heal 
the Digital Divide to the East ...

CE countries – CBDF links 
to East Europe neighbours: 
- Poland: DF connectivity 
to every eastern 
neighbour 

- Scandinavia: the northern
route

- GRNET: activity in the 
Balkan region (SEEREN/
SEEFIRE) + the south 
route
GEANT/TERENA: political 
& organisational support
all: influencing the EE
countries wrt. DF acqusition, 
importance of DF 
infrastructure & business 
models

M. Turala



Romania: RoEduNet TopologyRomania: RoEduNet Topology
Connects 610
Institutions
to GEANT:

38 Universities
32 Research 
Institutes
500 Colleges 
& High Schools
40 Others 

RoGrid Plans 
for 2006

10G Experimental 
Link UPB-RoEdunet
Upgrade 3-4 Local 
Centers to 2.5G Future Plan: Dark Fiber Infrastructure

with 10G Light-paths 
(help from Caltech and CERN) N. Tapus



GLORIAD: 10 Gbps Optical Ring 
Around the Globe by 2007

GLORIAD: 10 Gbps Optical Ring 
Around the Globe by 2007

GLORIAD Circuits
10 Gbps Korea (Busan)-Hong 
Kong-Daejon-Seattle
10 Gbps Seattle-Chicago-NYC 
(CANARIE contribution to   

GLORIAD)
2.5 Gbps Moscow-AMS
2.5 Gbps Beijing-Hong Kong
622 Mbps Moscow-AMS-NYC
155 Mbps Beijing-Khabarovsk-
Moscow
1 GbE NYC-Chicago 
(CANARIE)

China, Russia, Korea, Japan, China, Russia, Korea, Japan, 
US, Netherlands PartnershipUS, Netherlands Partnership

US: NSF IRNC ProgramUS: NSF IRNC Program G. Cole



SCIC Digital Divide 
Workshops and Panels

SCIC Digital Divide 
Workshops and Panels

20022002--2005:2005:
An effective way to raise awareness of the problems, andAn effective way to raise awareness of the problems, and
discuss approaches and opportunities for solutions discuss approaches and opportunities for solutions 
with national and regional communities, and with national and regional communities, and govgov’’tt officialsofficials

ICFA Digital Divide Workshops:ICFA Digital Divide Workshops: Rio 2/2004; Rio 2/2004; DaeguDaegu 5/20055/2005
CERN & Internet2 Workshops on R&E Networks in Africa CERN & Internet2 Workshops on R&E Networks in Africa 

February 2006February 2006
CHEP06 Mumbai: Digital Divide Panel CHEP06 Mumbai: Digital Divide Panel 
& Workshop [SCIC, TIFR, CDAC, Internet2, Caltech]& Workshop [SCIC, TIFR, CDAC, Internet2, Caltech]
““Moving India into the Global Community Through Advanced Moving India into the Global Community Through Advanced 
NetworkingNetworking””

October 9October 9--15 200615 2006: : 
ICFA Digital Divide Workshops in Cracow & ICFA Digital Divide Workshops in Cracow & SinaiaSinaia

April 14April 14--17 2007: APS Meeting in Jacksonville, FL17 2007: APS Meeting in Jacksonville, FL
APS Forum for International Physics Digital Divide SessionAPS Forum for International Physics Digital Divide Session



Science-Driven: HEPGRID (CMS) in Brazil
HEPGRID-CMS/BRAZIL is a project to build a Grid that

At Regional Level will include CBPF,UFRJ,UFRGS,UFBA, UERJ & UNESP
At Int’l Level will be integrated with CMS Grid based at CERN, FNAL; 
focal points include OSG, LCG and bilateral projects with Caltech Group

France Italy USAGermany BRAZIL
622 Mbps

UFRGS
UERJ

UFRJ

T1

On line
systems

Brazilian HEPGRID

CBPF

UNESP/USP
SPRACE-Working

Gigabit

CERN 2.5 to 10Gbps:No 
Longer a Dream

UFBA

UERJ Regional
Tier2 Ctr

T4 

T0 
+T1

T2 T1
T3 T2
UERJ: 

T2 T1,
100 500 

Nodes; 
Plus T2s to 
100 Nodes

ICFA DD Workshop 2/04; 
T2 Inauguration +

GIGA/RNP Agree 12/04

Extend
to Colombia



Brazil: RNP2 Next-Generation 
Backbone

Brazil: RNP2 Next-Generation 
Backbone

M. Stanton

New vs. Old
A factor of 

70 to 300 in 
Bandwidth 

Plan: Extend to the 
Northwest; Dark fiber across 

Amazon jungle to Manaus

2006: 
Buildout of dark fiber 
nets in 27 cities with 
RNP PoPs underway
200 Institutions 
Connected at 1 GbE
in 2006-7
2.5G (to 10G) WHREN 
(NSF/RNP) Link to US;
622M Link to GEANT



International ICFA Workshop onInternational ICFA Workshop on
HEP Networking, Grids, and Digital HEP Networking, Grids, and Digital 
Divide Issues for Global eDivide Issues for Global e--ScienceScience

May 23-27, 2005
Daegu, Korea

Dongchul Son
Center for High Energy Physics

Harvey Newman
California Institute of Technology

http://chep.knu.ac.kr/HEPDG2005http://chep.knu.ac.kr/HEPDG2005
Workshop Missions

Review the status and outlook, and focus on 
issues in data-intensive Grid computing, inter-
regional connectivity and Grid enabled analysis 
for high energy physics
Relate these to the key problem of 

the Digital Divide
Promote awareness of these issues in various 
regions, focusing on the Asia Pacific, Latin 
America, Russia, and Africa 
Develop approaches to eliminate the Divide and 
Help ensure that the basic requirements for 
global collaboration are met, related to all of 
these aspects



CHINA: CERNET Map January 2006CHINA: CERNET Map January 2006

Backbone Backbone raised to raised to 
multiples of 10 multiples of 10 GbpsGbps

Regional bandwidth to Regional bandwidth to 
multiples of 2.5 multiples of 2.5 GbpsGbps

2.5 2.5 GbpsGbps GLORIAD Link GLORIAD Link 

Setting up 622 Mbps or Setting up 622 Mbps or 
2.5G link to GEANT22.5G link to GEANT2
in the CNGI (China Next in the CNGI (China Next 
Generation Internet) Generation Internet) 
ProjectProject From 6 to 78M Internet Users in 

China from January – July 2004;
111M Users in January 2006

http://www.cnnic.net.cn/en/index/0O/02/index.htm



9 KIHYEON CHOCENTER FOR HIGH ENERGY PHYSICS

622 155

45

45

155

PH

VN

TH

ID

MY

45

3 x 622

622

622

North America
(via TransPAC2, 10Gbps)

622

EU

EU

622

622

4 x 155

AU

HK

SG

JP

CN KR

APII KR-CN
(155Mbps)

APII KR-JP
(2Gbps)

TEIN2(2006.1)

Partners
APAN
China (CERNET)
Indonesia (ITB)
Malaysia (MDC)
Philippines (ASTI)
Thailand (ThaiREN)
Vietnam (MOST)
Korea (KISDI)
Singapore 
(SingAREN)
Australia (Aarnet)
France (RENATER)
Netherlands 
(SURFnet)
UK (UKERNA)

TEIN2 (EU and Partner NRENs and Agencies):  
Improving Connectivity in the Asia-Pacific Region [*]

622 Mbps Core
Tokyo, Hong Kong, 

Singapore
+2G Korea-China

Spurs
622M: China, Korea
4 X 155M: Australia
155M: Thailand 

Philippines
Taiwan

45M: Vietnam
Malaysia
Indonesia

10G to US (TransPAC)
4 X 622 Mbps

to GEANT

[*] Before TEIN2 many North-South links were 0.5 -2 Mbps



New Focus 
on AFRICA

Only world region 
genuinely in decline:

Lack of energy,
infrastructure.  
Lack of expertise

Problems of
Disease
Political unrest
Protectionist 
trade policies 
Corruption 

M. Jensen

915M People915M People
14% of World Population 14% of World Population 

2.2% of the World2.2% of the World’’ss
1 billion Internet Users1 billion Internet Users

An order of magnitude lower An order of magnitude lower 
access rate than Europe (36%)access rate than Europe (36%)

and North America (68%)and North America (68%)



EUMEDConnect: First Mediterranean 
Regional IP Network, 
Connected to GEANT

EUMEDConnect: First Mediterranean 
Regional IP Network, 
Connected to GEANT



AFRICA: Bandwidth per 
networked computer (Kbps)
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Users Per Networked 

Computer by African Region

COSTS     
2005 Average:
$5/kbps/Month

2006 
~$ 3/kbps/Mo.
Still 50-1000X 

More than in well-
developed regions
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M. Jensen



4 Continent 4 Continent TestbedTestbed

622M
MUMBAI
+ TIFR

Building a global, network-aware end-to-end managed real-time Grid

KOREA



President of India Collaborating with US, 
CERN, Slovakia via VRVS/EVO

Coincident with 
Data Transfers of 

~500 Mbps
15 TBytes to/from 

India in 2 Days



TIFR Mumbai, INDIA

TIFR to Japan Connectivity 
International IPLC (4 X STM-1)

TTML

MUX

Chennai POP  VSNL 
LANDING STATIONS

VSNL

MUX

VSNL

MUX

STM-16 Ring

STM 4

STM-64 Ring

TIC

MUX

SINGAPORE LANDING STATION

EAC

MUX

TIC

MUX

JAPAN LAND 
STANDING 

EAC

MUX

EAC 
Mux

TIC

Cable

TTML

MUX

EAC 
Cable 

Prabhadevi POP  VSNL

Express 
Towers  
TTML

ANC Comspace
VSNL

EAC 
Mux

Dark 
Fibre

Dark Fibre

INDIA JAPAN

EAC Tokyo 
Backhaul

VSNL Shinagawa 
PoP

NTT Otemachi Bldg, JAPAN
OC-12

TGN 
Mux

LL

Mux
TGN 
Mux

LL 
Mux

INTERFACE TYPES INTERFACE TYPES 

TTML

MUX

Juniper M10 
with STM-4 

interface

STM-16 Ring Foundry 
BI15000 with 

OC-12 
interface

OR

+ Onward to US, Europe 

Mumbai-Japan-US Links

Caltech, TIFR, CDAC, 
JGN2, World Bank, IEEAF, 

Internet2, VSNL

TIFR Link to Japan
+ Onward to US & Europe

Loaned Link from 
VSNL at CHEP06 

End to End Bandwidth 
4 X 155 Mbps

on SeMeWe3 Cable
Goal is to Move to 

10 Gbps on SeMeWe4

Sparked Planning for
a Next Generation R&E 

Network in India



Regional GRID centers
Academic network - UARNET

2.5Gbps 2.5Gbps

UARNET and Development of 
Grid Infrastucture in Ukraine

G. Zinoviev



UARNET and Development of Grid Infrastucture in Ukraine

Ukraine is a member of WLCG (MoU of 25 April 2006).
BITP has optical fiber cable (academic network UARNET) – 100Mbps (to 
go to a few Gbps), modern internal network (100Mbps) with 250 links for 
PCs; computing cluster contains 20 dual CPU nodes (Xeon 3GHz) SE~10TB
BITP grid-cluster passed all tests of AliEn-grid and already is included 
in AliEn-grid infrastructure as a full operatinal grid-site.
Grid-clusters in a few Academic Institutes in Kiev, Kharkov 
and Lvov are under construction.  

Fortunately our efforts were rewarded, we have found not only an
understanding and also … reasonable financial support
Concept of developing grid infrastructure in NAS was officially accepted.
Special academic board representing various sciences and institutes 

was established. 
In 2005 we obtained 1 million hrivnas (~$200K)
These year (2006) we have 3M hrs
Next year we expect 6M hrs to develop the branched grid infrastructure in NAS
UARNET had about 25M hrs for main & local optical fiber lines during last 2 yrs. 

At Present

G. Zinoviev



The HEP Community: Progress, Impact, 
and Working to Close the Digital Divide 
The HEP Community: Progress, Impact, 
and Working to Close the Digital Divide 

The national, continental and transoceanic networks used The national, continental and transoceanic networks used 
by HEP and other fields of DIS are moving to the by HEP and other fields of DIS are moving to the 
N X 10G rangeN X 10G range

Growth rate much faster than MooreGrowth rate much faster than Moore’’s Laws Law
““Dark FiberDark Fiber””--based, hybrid networks, owned and/or based, hybrid networks, owned and/or 
operated by the R&E community are emerging, and operated by the R&E community are emerging, and 
fostering rapid progress, in a growing list of nations:fostering rapid progress, in a growing list of nations:

ca, ca, nlnl, us, , us, jpjp, , krkr; ; pl, pl, czcz, , brbr, no, , no, cncn, pt, , pt, ieie, , grgr, , sksk, , sisi, , ……
HEP & CS are learning to use long range networks HEP & CS are learning to use long range networks 
effectively effectively 

77--10 10 GbpsGbps TCP flows over 10TCP flows over 10--30 30 kkmkkm; ; 
151 151 GbpsGbps RecordRecord



HEP groups in US, EU, Japan, Korea, Brazil, Russia are HEP groups in US, EU, Japan, Korea, Brazil, Russia are 
working with intworking with int’’l R&E networks and advanced net projects, l R&E networks and advanced net projects, 
and Grid Organizations. Leading the way byand Grid Organizations. Leading the way by

CoCo--developing and deploying next generation developing and deploying next generation 
Optical nets, monitoring and management systemsOptical nets, monitoring and management systems

Developing high throughput tools and systemsDeveloping high throughput tools and systems
Adapting the tools & best practices for broad use Adapting the tools & best practices for broad use 
in the science and Grid communitiesin the science and Grid communities
Providing education and training in state of the art Providing education and training in state of the art 
technologies & methodstechnologies & methods

A Long Road Ahead Remains: A Long Road Ahead Remains: 
Eastern Europe, Central & SE Asia, India, Pakistan, AfricaEastern Europe, Central & SE Asia, India, Pakistan, Africa

Working to Close the Digital Divide, for 
Science, Education and Economic Development
Working to Close the Digital Divide, for 

Science, Education and Economic Development



Extra Slides FollowExtra Slides Follow



Sinaia, Romania
October 13-18, 2006

Sinaia, Romania
October 13-18, 2006



Sinaia, Romania
October 13-18, 2006

Sinaia, Romania
October 13-18, 2006



Beyond the SM: Great Questions of 
Particle Physics and Cosmology

1. Where does the pattern of 
particle families and masses 
come from ?

2. Where are the Higgs particles; 
what is the mysterious Higgs 
field ?

3. Why do neutrinos and quarks 
oscillate ?

4. Is Nature Supersymmetric ?
5. Why is any matter left in the 

universe ?
6. Why is gravity so weak?
7. Are there extra space-time 

dimensions?

Other elements   0.03%
Neutrinos              0.3%
Stars                    0.5%
Free H and He        4%
Dark matter           23%
Dark energy          72%

You Are Here.

We do not know what makes
up 95% of the universe.



LHC: Many Petabytes/Yr of Complex Data
Unprecedented Instruments, IT Challenges

At 1034 Luminosity 
A Bunch Crossing 
Every 25 nsec
(40 MHz)
~20 Events from  
Known Physics 
Superimposed 
Per Crossing: 
109 Interactions/s
Instruments
E.g. CMS Tracker: 
223 Sq-meters of 
Silicon Sensors



Traffic Volume of the Top 30 ASTraffic Volume of the Top 30 AS--AS Flows on ESNETAS Flows on ESNET
June 2006 June 2006 (W. Johnston, (W. Johnston, ESNetESNet Program Manager)Program Manager)
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DOE Office of Science ProgramsDOE Office of Science Programs

Math. & Comp. (MICS)Math. & Comp. (MICS)
Lab Lab -- commoditycommodity
LIGO (NSF)LIGO (NSF)
Lab Lab -- universityuniversity
Nuclear PhysicsNuclear Physics
HEPHEP
LHC / HEP LHC / HEP -- T1T1--T2T2

LHC / High Energy LHC / High Energy 
Physics  Physics  -- Tier 0Tier 0--Tier1Tier1

Te
ra

by
te

s

(Subtitle: “Onslaught of the LHC”)

HEPHEP

Te
ra

by
te

s



SCIC Work in 2005 – 2006:
Partnerships

SCIC Work in 2005 SCIC Work in 2005 –– 2006:2006:
PartnershipsPartnerships

Continue Digital Divide FocusContinue Digital Divide Focus
Work on Specific Improvements, Case by Case:Work on Specific Improvements, Case by Case:

IndiaIndia with TIFR, Internet2 the World Bank, with TIFR, Internet2 the World Bank, 
CDAC & VSNL: CHEP06 Side EventCDAC & VSNL: CHEP06 Side Event
Russia Russia and and ChinaChina: With MSU, IHEP Beijing and GLORIAD: With MSU, IHEP Beijing and GLORIAD
Pakistan Pakistan with PERN and NUSTwith PERN and NUST
Brazil Brazil and and Latin AmericaLatin America, with RNP, ANSP, WHREN, , with RNP, ANSP, WHREN, RedCLARARedCLARA
AsiaAsia--PacificPacific with with KyungpookKyungpook, KEK, , KEK, AarnetAarnet, and APAN, and APAN
AfricaAfrica, with IEEAF, CERN, UNU, ICTP Trieste, , with IEEAF, CERN, UNU, ICTP Trieste, ……

New Initiatives started in 2005; Continuing in 2006: New Initiatives started in 2005; Continuing in 2006: Armenia, UkraineArmenia, Ukraine
Help with Modernizing the Infrastructure:  Help with Modernizing the Infrastructure:  

Provide Tools for Effective Use: Data Transport, Monitoring, Provide Tools for Effective Use: Data Transport, Monitoring, 
Collaboration  Collaboration  
Design, Commissioning, Development    Design, Commissioning, Development    

Encourage Creation of New Encourage Creation of New ““Culture of CollaborationCulture of Collaboration””,,
for example in the LHC Computing (& Analysis) Modelsfor example in the LHC Computing (& Analysis) Models



Internet Users: Africa and 
the Rest of the World

Internet Users: Africa and 
the Rest of the World

Internet Penetration in Africa is 2.5% (1.4% in 2004): Still morInternet Penetration in Africa is 2.5% (1.4% in 2004): Still more than an e than an 
order of magnitude less than Europe (36%), and North America (68order of magnitude less than Europe (36%), and North America (68%)%)



Internet Users: Africa and 
the Rest of the World

Internet Users: Africa and 
the Rest of the World

[*]

[* Less Than 1M Broadband Users in India]

http://internetworldstats.com
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ESnet Traffic has Increased by
10X Every 47 Months, on Average, Since 1990
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Log Plot of ESnet Monthly Accepted Traffic, January, 1990 – June, 2006

Oct., 1993
1 TBy/mo.

Aug., 1990
100 MBy/mo.

Jul., 1998
10 TBy/mo.

38 months

57 months

40 months

Nov., 2001
100 TBy/mo.

Apr., 2006
1 PBy/mo.

53 months

LHC Traffic is having an impact 
Beyond these long-term trends 

W. Johnston
ESnet



LHCNetLHCNet configuration (July 2006)configuration (July 2006)

Co-operated by 
Caltech and CERN 
engineering teams

Force10 platforms, 
10GE WANPHY

New PoP in NY 
since Sept. 2005

10 Gbps path to 
BNL since April 
2006

Connection to US 
Universities via 
UltraLight (NSF & 
university funded) 
backbone



Future backbone topologyFuture backbone topology

LHCNet 10 Gb/s circuit (existing)
LHCNet 10 Gb/s circuit (FY2007) 
“Other” Circuits (IRNC, Gloriad, 
Surfnet)

Amsterdam

Geneva

GVAGVA--CHICHI--NY triangleNY triangle
New New PoPPoP in Amsterdam in Amsterdam 

GEANT2 circuit between GVA and AMSGEANT2 circuit between GVA and AMS
Access to other transatlantic circuits Access to other transatlantic circuits backup paths and additional backup paths and additional 
capacitycapacity
Connection to Connection to NetherlightNetherlight, GLIF (T1, GLIF (T1--T1 traffic and R&D)T1 traffic and R&D)

New-York Chicago



ESnet4 IP + SDN, 2011 ConfigurationESnet4 IP + SDN, 2011 Configuration
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Indianapolis

Atlanta

Nashville
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Layer 1 optical nodes at eventual ESnet Points of Presence

ESnet IP switch only hubs

ESnet IP switch/router hubs

ESnet SDN switch hubs

Layer 1 optical nodes not currently in ESnet plans
Lab site

ESnet IP core (1 λ)
ESnet Science Data Network core
ESnet SDN core, NLR links (existing)
Lab supplied link
LHC related link
MAN link
International IP Connections

(>1 λ)



CCIN2P3CCIN2P3
2005:2005: 10G CERN Link10G CERN Link
2006: 2006: Two 10G LightTwo 10G Light--pathspaths

for Global Connectivity,for Global Connectivity,
via GEANT2 or CBFvia GEANT2 or CBF

D. Vendromme

France: RENATER 4 2.5G WDM 
Backbone (Dark Fiber Footprint)
France: RENATER 4 2.5G WDM 
Backbone (Dark Fiber Footprint)

ITERITER
Planning dedicated fiber: Planning dedicated fiber: 

Marseilles Marseilles -- CadaracheCadarache



GarrGarr--GG
LightpathsLightpaths of of 
at least 2.5Gat least 2.5G

Italy: Garr-B: New 10G Core 
Rome-Bologna-Milan

Italy: Garr-B: New 10G Core 
Rome-Bologna-Milan

E. Valente



Spain: RedIRIS 2.5G 
Mesh Network

Spain: RedIRIS 2.5G 
Mesh Network

M. Delfino

18 18 PoPsPoPs::
1 Per Region;1 Per Region;

2 in the Canary 2 in the Canary 
IslandsIslands

2006 Plans2006 Plans
Move to 10G Core Move to 10G Core 
+ Several 10G + Several 10G 
Links to Links to PoPsPoPs
MadridMadrid--Geneva Geneva 
dark fiber linkdark fiber link
Add MadridAdd Madrid--Paris Paris 
dark fiber link to dark fiber link to 
existing 10G existing 10G 
MadridMadrid-- ParisParis--
Milan path Milan path 



UK: SuperJanet4 and SuperJanet5UK: SuperJanet4 and SuperJanet5
10 10 GbpsGbps DWDM Backbone  DWDM Backbone  
2.5 2.5 GbpsGbps Connections Connections 
to Regional Networksto Regional Networks
2.5 2.5 GbpsGbps Connection to Connection to 

GEANTGEANT
10 10 GbpsGbps Connections to Connections to 
Amsterdam and Amsterdam and StarLightStarLight::

UKLightUKLight
SuperJanet5SuperJanet5 is in the is in the 
procurement phaseprocurement phase

Dark Fiber Leasing & Dark Fiber Leasing & 
Lighting is Considered Lighting is Considered 
an Option an Option 
SJ5 Rollout Starts SJ5 Rollout Starts 
at the End of 2005at the End of 2005

P. Clarke



Maroc Wide Area Network
MARWAN 2

Network at 34 Mbps for Research and high education

45 Mbps

34 Mbps

2 Mbps

Rabat

Casablanca

Abdeslam
Hoummada



Satellites vs Terrestrial
• Terrestrial links via SAT3 & 

SEAMEWE (Mediterranean & 
Red Sea)

• Terrestrial not available to all 
within countries

Note: More satellite links could be a Boon to the Region, but 
typical unit bandwidth costs are 300-1000X more than Fiber.

There is a Continued Need for Fiber Infrastructure



Fermi LightPath to StarLight, US LHCNet
UltraLight, USNet;

Production Net to ESnet, USLHCNet & Abilene

Fermi LightPath to StarLight, US LHCNet
UltraLight, USNet;

Production Net to ESnet, USLHCNet & Abilene



Lambda StationLambda Station
A network path forwarding service to interface production A network path forwarding service to interface production 

facilities with advanced research networks:facilities with advanced research networks:
Goal is Goal is selective forwarding on a selective forwarding on a per flowper flow basisbasis

Alternate network paths for high impact data movement Alternate network paths for high impact data movement 
Dynamic path modification, with graceful cutover & fallbackDynamic path modification, with graceful cutover & fallback
Current implementation is based on Current implementation is based on policypolicy--based routing based routing 

& DSCP marking& DSCP marking
Lambda Station Lambda Station 
interacts with:interacts with:

Host applicationsHost applications
& systems& systems

LAN infrastructureLAN infrastructure
Site border infrastructureSite border infrastructure
Advanced technology WANsAdvanced technology WANs
Remote Lambda StationsRemote Lambda Stations

D. Petravick, P. DeMar



Investigate:Investigate: Integration & Use of Integration & Use of LAN LAN QoSQoS and MPLSand MPLS--BasedBased
Differentiated Network ServicesDifferentiated Network Services in the ATLAS Distributed in the ATLAS Distributed 
Computing EnvironmentComputing Environment

As a Way to As a Way to Manage the Network As a Critical ResourceManage the Network As a Critical Resource

TeraPathsTeraPaths: BNL and Michigan; Partnering with : BNL and Michigan; Partnering with 
OSCARS (OSCARS (ESnetESnet), ), LStationLStation (FNAL) and DWMI (SLAC)(FNAL) and DWMI (SLAC)

MPLS and Remote LAN QoS requests

GridFtp
& SRM

LAN/MPLSESnet TeraPaths
Resource 
Manager

Traffic Identification:
addresses, port #, DSCP bits

Grid AA

Network 
Usage
Policy

Data Management
Data Transfer

Bandwidth 
Requests 

& Releases

OSCARS

IN(E)GRESS

Monitoring

SE

LA
N

 
LA

N
 Q

oS
Q

oS

M10

LA
N

/M
PL

S

Remote 
TeraPaths

Dantong Yu



New Topology deploymentNew Topology deployment

Atlantic 
Ocean

NY 111 8th

Pottington

VSNL South

NY
60 Hudson

Highbridge (UK)

VSNL North

AMS-SARA
AC-2

Whitesands

GVA-CERNFrankfort

VSNL

WAL

London Global Crossing
Qwest
Colt
GEANT

NY-MANLAN

CHI-Starlight

November 1st
In Production
In Production

January 2007
January 2007

Existing GVA-CHI circuit / End on Dec. 1st

New PoP in AMS: January 2007



TeraPathsTeraPaths: Prioritized Traffic : Prioritized Traffic 
Coexists with Best Effort TrafficCoexists with Best Effort Traffic
Network QoS with Three Classes: 

Best Effort, Class 4 and EF

0
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Dantong Yu



Four LHC Experiments: The               Four LHC Experiments: The               
PetabytePetabyte to Exabyte Challengeto Exabyte Challenge

ATLAS, CMS, ALICE, LHCBATLAS, CMS, ALICE, LHCB
Higgs + New particles; QuarkHiggs + New particles; Quark--Gluon Plasma; CP ViolationGluon Plasma; CP Violation

0.1   to          1          Exabyte (1 EB = 100.1   to          1          Exabyte (1 EB = 101818 Bytes) Bytes) 
(2008)      (~2012 ?)   for the LHC Experiments(2008)      (~2012 ?)   for the LHC Experiments



Closing the Digital Divide: R&E  
Networks in/to Latin America

RNP2 (Rio de Janeiro) RNP2 (Rio de Janeiro) 
and ANSP (Sao Paulo)and ANSP (Sao Paulo)
WHREN/LILA (US NSF)WHREN/LILA (US NSF)

1.2 to 2.5 G by Nov. 20061.2 to 2.5 G by Nov. 2006
10G Planned by ~200810G Planned by ~2008

RedCLARARedCLARA (EU): Connects (EU): Connects 
18 Latin Am. 18 Latin Am. NRENsNRENs, Cuba; , Cuba; 
622 Mbps Link to Europe622 Mbps Link to Europe

PacificWave

Sao Paulo
ANSP

AtlanticWave

To GEANT
622 Mbps

iGrid05, SC05, SC06: iGrid05, SC05, SC06: 2.5G Sao 2.5G Sao 
Paulo to San Diego (with RNP)Paulo to San Diego (with RNP)



It was the first time: a struggle
for the equipment and the team

We are working to stabilize, package and deploy 
these methods and tools widely in 2006-7



Regional or Global High Level Regional or Global High Level 
Services,  Services,  
Repositories & ClientsRepositories & Clients

Secure and reliable Secure and reliable 
communication, Dynamic load communication, Dynamic load 
balancing, Scalability & balancing, Scalability & 
Replication,AAAReplication,AAA for Clientsfor Clients

Distributed Dynamic Distributed Dynamic 
Registration and Discovery.Registration and Discovery.
Based on a lease mechanism, Based on a lease mechanism, 
and robust eventand robust event--propagationpropagationJINI-Lookup Services         Secure & Public

MonALISA services

Proxies

HL 
services

Agents

The Four-Layer MonALISA ArchitectureThe Four-Layer MonALISA Architecture

Network 
of

Distributed System for gathering Distributed System for gathering 
and analyzing information based and analyzing information based 
on mobile agents: Customized on mobile agents: Customized 
aggregation, Triggers, Actionsaggregation, Triggers, Actions

A Distributed System with No Single Point of Failure



Monitoring NLR, 
Abilene/HOPI, LHCNet, 
USNet, TeraGrid, PWave, 
SCInet, Gloriad, JGN2, 
WHREN, other  Int’l R&E 
Nets, and 14000+ Grid 
Nodes at 250 Sites 

MonALISA Monitoring during Bandwidth 
Challenge

MonALISA Monitoring during Bandwidth 
Challenge



FNAL-CERN Service Challenges
Traffic Over LHCNet (Starlight-CERN)

FNAL-CERN Service Challenges
Traffic Over LHCNet (Starlight-CERN)

FAST TCP 
Flows 

don’t affect 
production 

traffic; 
Not the 

case with 
std. TCP, to 

9 Gbps

SC1:
11/2004

7 Gbps
Disk to    
Disk 

SC2 
4/5/2005

Data Analysis in the LHC Era Will Be a New Experience 

Cluster Capability ~60 Gbps
Limited by the Network



Fermilab
BWC data sources were 
the Production Storage 
Systems and File 
Servers used by:

CDF
DØ
US CMS Tier 1
Sloan Digital 
Sky Survey

~600 gridftp servers 
(of 1000s) were 
directly  involved
Each of these produces, 
stores and moves 
Multi-TB to PB-scale 
data: Tens of TB per day



Enabling Grids for E-sciencE

EGEE-II INFSO-RI-031688 

EGEE-II Scope & Outreach
• 32 countries
• 13 federations

Major and national 
Grid projects in 
Europe, USA, Asia

+ 27 countries 
through related projects:
– BalticGrid
– EELA
– EUChinaGrid
– EUIndiaGrid
– EUMedGrid
– SEE-GRID



At the end of this year
We build the first segment of the academic grid network to join:

Main astronomic 
observatory

Institute of cell biology and 
genetic engineering

Institute of microbiology 
and genetics

Lvov institute of condensed 
matter physics  

Kharkov institute of physics 
and technology

Kiev National UniversityBogolyubov institute for 
theoretical physics

Expected 
resources 

of the segment:

Approx. 200 CPU;
total SE capacity 

30 – 50 TB.

We plan to expand the segment of UAGI, 
to involve other Ukrainian organizations:

Institute of cybernetics (NASU), 
Institute of scintillating materials (NASU),

Kharkov National University,
Institute of physics of metals (NASU),

Institute of physics (NASU) …

Next year


