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— Open Science Grid: July 20, 2005

- Partnership of many organizations
- Production Grid: 60+ sites, 20,000+ CPUs “present”
= Sites in US, Korea, Brazil, Taiwan
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OSG Site Map (Sep. 2006)
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General Comments About OSG

» OSG Is a Consortium of projects, facilities, providers
& Stakeholders represent important interests

» OSG Project was recently funded for $30M (2006 — 2011)

¢ OSG Consortium manages the OSG Project
¢ Value of constituent resources and operations far greater

» OSG was formed by bottoms-up activity, informed by history
& Grid projects: GriPhyN, iVDGL, PPDG, UltraLight, CHEPREO, DISUN
# Grid testbeds (2002 — 2004), Grid3 (2003 — 2005)

» OSG interfaces to Virtual Organizations (VO)
¢ VOs responsible for support, authentication of members (scalability)

» OSG does not own resources
¢ CPU, storage owned and managed by projects or sites

» OSG /ntegrates technologies & middleware
¢ Relies on S/W & technology creation by member projects or partners
& Exploits NSF + DOE investments (NMlI, Globus, Condor, ...)
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OSG Participating Projects

Computer Science

Condor, Globus, SRM, SRB, dCache

Physics

LIGO, Nuclear Physics, Tevatron, LHC

Astrophysics

Sloan Digital Sky Survey, future astro projects

Nanoscience

NanoHUB @ Purdue

Bioinformatics

GADU @ Argonne
Dartmouth Psychological & Brain Sciences

Comp. Chemistry ChemGrid

University, laboratory |GRASE Crimson Grid

& regional Grids GLOW FermiGrid
TACC GROW
MGRID SURA
UFGRID DOSAR
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—

s OSG Member Virtual Organizations

CDF HEP experiment at FermiLab
CMS HEP experiment at CERN

DES Dark Energy Survey (Astro)
DOSAR Regional grid in Southwest US
DZero HEP experiment at FermiLab
FermilLab HEP laboratory

fMRI Functional MRI (Dartmouth)
GADU Bioinformatics effort at Argonne
Geant4 Simulation project

GLOW Campus grid (University of Wisconsin, Madison)
GRASE Regional grid in Upstate NY
GridChem Quantum chemistry grid

GridEx Grid Exerciser

GROW Campus grid (University of lowa)
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i OSG Member Virtual Organizations (2)

12U2 E/O effort (Interactions in Understanding the Universe)
IVDGL Generic VO

LIGO Gravitational wave experiment

Mariachi Ultra-high energy cosmic ray experiment
MIS OSG monitoring?

nanoHUB Nanotechnology grid at Purdue

NWICG Northwest Indianaregional grid

Ops OSG Operations

OSG Generic VO?

OSGEDU OSG education/outreach

SDSS Sloan Digital Sky Survey (Astro)

STAR Nuclear physics experiment at Brookhaven
US-ATLAS HEP experiment at CERN

LSU/CCT Center for Computation and Technology
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Open Science Grid

OSG Grid Partners

TeraGrid

- “DAC2005”: run LHC apps on TeraGrid resources
- TG Science Portals for other applications

- Discussions on joint activities: Security,
Accounting, Operations, Portals

EGEE

- EGEE/OSG part of Worldwide LHC Computing Grid

- Joint Operations Workshops, defining mechanisms
to exchange support tickets

- Joint Security working group
- US contributions to EGEE middleware gLITE

caBIG

- Cancer Biolnformatics Grid; still being developed.
More in late Fall 2006
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OSG Sciences

Cracow Digital Divide Workshop (Oct. 9-11, 2006) Paul Avery

10



Scale of OSG Resources & Services
Set by LHC Experiments

#* 27 km Tunnel in Switzerland & France

UNDERGROUND WORKS
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e LHC Data and CPU Requirements
. CMS

Iy== Storage

& » Raw recording rate 0.2 — 1.5 GB/s

'ﬁ » Large Monte Carlo data samples
> 100 PB by ~2012

.25 1> 1000 PB later in decade?

- Processing
w > PetaOps (> 300,000 3 GHz PCs)

== > 100s of institutes

=
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LHC Global Data Grid (2007+)

» 5000 physicists, 60 countries
> 10s of Petabytes/yr by 2008

Online § CERN / Outside = 10-20% >
System [™~__

200 - 1500 MB/s

CMS Experiment

CERN Computer
Center

10-40 Gb/s

Tier 2

Tier 3

Tier 4 Physics caches PCs o o o
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LHC Resource Requirements vs Time

(U.S. portion has similar increase)
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= .
LIGO: Search for Gravity Waves

» LIGO Grid
¢ 6 US sites
¢ 3 EU sites (UK & Germany)

Birmingham®

sCardiff

* LHO, LLO: LIGO observatory sites
* LSC: LIGO Scientific Collaboration
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cesa Sloan Digital Sky Survey: Mapping the Sky
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Open Science Grid

Public Databases

Genomic databases available on the web.
Eqg: NCBI, PIR, KE|GG, Il—:MP. InterPro, etc.

GADU using Grid
Applications executed on Grid as
workflows and results are stored in

(Data Acquisition)

*SEED

Bioinformatics: GADU / GNARE

GADU Performs:

» Acquisition: to acquire Genome
Data from a variety of publicly
available databases and store
temporarily on the file system.

» Analysis: to run different publicly
available tools and in-house tools
on the Grid using Acquired data &
data from Integrated database.

» Storage: Store the parsed data
acquired from public databases
and parsed results of the tools and
workflows used during analysis.

Shewanella ‘: Services . |ntegrated
Consortium | to Other Groups || Database
(Genome Analysis)
Others..
E Applications (Web Integfdaces) Based omhe Integrated Database E
Chisel TARGET
Protein Function Analysis PUMA2 Targets for Structural
Tool. Evolutionary Analysis of analysis of proteins.
Metabolism
PATHOS Phyloblocks
Pathogenic DB for Evolutionary analysis of
Bio-defense research protein families

Integrated Database Includes:

» Parsed Sequence Data and
Annotation Data from Public web
sources.

> Results of different tools used for
Analysis: Blast, Blocks, TMHMM,

GNARE - Genome Analysis Research Environment
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= Nanoscience Simulations

Open Science Grid
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—— = Strategy to Incorporate More Disciplines:
OSG Engagement Effort

» Purpose: Bring non-physics applications to OSG
¢ Led by RENCI (UNC + NC State + Duke)

» Specific targeted opportunities
¢ Develop relationship
# Direct assistance with technical details of connecting to OSG

Open Science Grid

» Feedback and new requirements for OSG infrastructure
¢ (To facilitate inclusion of new communities)
¢ More & better documentation
¢ More automation
¢ Bio Services and framework

» RENCI Bioportal for biology applications
¢ Workflow nodes
¢ Coordination with other OSG Bio activities
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OSG and the
Virtual Data Toolkit
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e Common Middleware: Virtual Data Toolkit

NMI (NSF supported)

Build & Test
Condor pool

. (~100 computers, i
Sources > 20 Op. Systems) i
T i

RPMs

/ Pacman Cache
‘

Contributors

Globhus, Condor, myProxy, ...

|
|
|
: Binaries
.@ |
|
|
|
|
|
|
|
|
|
|
|
|

VDT: Package, test, deploy, support, upgrade, troubleshoot



What the VDT Provides

» An integrated process for middleware integration
¢ Figures out dependencies between software components
¢ Works with providers for bug fixes
¢ Provides automatic configuration
¢ Packages it
# Tests everything on multiple platforms

Far better than downloading individual components!
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VDT Growth Over 4 Years (1.3.11 now)

www.griphyn.org/vdt/

9 45

S 40 -
S 35
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o 25 |
© 20
.% 15 -
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5 5
1 0

VDT 1.0

Globus 2.0b
Condor-G 6.3.1

VDT 1.3.9
VDT 1.3.6 For OSG 0.4
For OSG 0.2
VDT 1.1.8 VDT 1.3.0
VDT 1.3.11
Adopted by LCG A Current Release
L 4 Moving to OSG
0.6.0

VDT 1.1.11 T
Grid2003 VDT 1.2.0

\VDT 1.13,1.14 &
1.1.5, pre-SC 2002
\ \ \
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i VDT Release Process (Subway Map)

Gather requirements

Time
Day 0 Build software
Test
Validation test bed
VDT Release
ITB Release Candidate
Integration test bed
Day N OSG Release

From Alain Roy
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OSG Operations
And Usage




OSG Operations

9

Distributed model
> Scalability!
> VOs, sites, providers

0sG
Support Centers
Technical Group

//’ .,
/ TeraGrid Operations

0SG
Operations

LCG/EGEE Operations Actitvity .
»Rigorous problem
tracking & routing
Support .
N T IIAA ™ --~—~— > Security
/ "“i\“ “\ > Prov_isio_ning
= PN > Monitoring

N > Reporting

3

/ Core \
Operations
— 2
er\ric&B

Partner with EGEE operations

_I
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Total Jobs per VO

3000

REunning Jobs

2250 1

Week 32 Week 33 Week 35 Week 36 Week 37
Aug 2006 | Sep 2006

CMT time

<— 5000 running jobs

Week 38

Week 39

Running Jobs/VO (Aug. — Oct. 2006)

Week 40
Oct 2006

A ATLAS m AUGER © COF m CDM5 m CMS a COMPEIOGRID m DOSAR m DZERO o FERMILAE & FEEMILAB-TEST = CADU m GIMN.GGF.ORG & GLOW  GRASE m GRIDEX a GROW
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==

el Running Jobs/Site (Aug. — Oct. 2006)

Total Jobs per farms
4500
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4000 |
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lunu 1 . ll N | o 'IIII | . II Ill le_
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o A
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Aug 2006 [ Sep 2006
CMT time

[ Oct 2006

A ASCC_050 » BU_ATLAS Tier2 m CIT_CMS_T2 m CM5-EURT-ITE & FIU-FC m FMAL_GPFAEM a IU_BANMDICOOT m Lehigh_coral m MIT_CMS m MERSC-FDSF
A NWICG-MNotreDame & osg-gw-2.12 . ucsd. edu m OSC_INSTALL_TEST_ 2 + OSG_LICO_PSU & OU_QCHEP_SWT2 a OU_OS5CER_CONDOR m QUHEP_OSC m Furdue-ITaF

a Purdue-Lear m Purdue-FPhysics a red.unl.edu a Rice m SPRACE » STAR-EML & STAR-WSU o UC_ATLAS_MWTZ m UFlorida-IHEPA a UFlorida-FPG
& UMATLAS o UMM_HPC o USCMS-FMAL-WC1-CE » UWMadisonCMS & UWMilwaukee & wvampire. accre.vanderbilt. edu

UIOWaA-05G-FROD
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Completed Jobs/Week

Total No of finished jobs in each VO
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Collaborative Work with
Optical Networks




Collaboration with Internet2
www.internet2.edu

‘Seatt el |
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@ Collaboration with National Lambda Rail
www.nlr.net

> Optical, multi-wavelength community owned or leased “dark fiber”
(10 GbE) networks for R&E

> Spawning state-wide and regional networks (FLR, SURA, LONI, ...)

Jadsanw‘n'!e
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UltraLight

Integrating Advanced Networking in Applications

http://www.ultralight.org
Funded by NSF

(NetherLight)
'ASTRON/JIVE)
2.5 Gbps (via Abilene)” @\ Starnght U. Mlchl an CERN)

KEK SLAC Caltech PoP
bps
622 Mbp @ @@
ANet

NVl rzzh’ *m
622 Mbps

WLENTa |

“UERJ

UltraLight backbone (Native 10 GE)
- Connectivity to UltraLight's backbone (POS 10 Gbps) 10 G b/S+ netwo rk

Partne‘rssites ° CalteCh, UF, FIU, UM, MIT
® Peersites - SLAC, FNAL

e Int’l partners
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Open Science Grid

\i :

1}

-augtlvtb

S Starl

21

s
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\\\ r‘/\‘a J/

/

NLR

NLRfcgmc } \l‘-t'ill.%}i_[__‘lg_li
ech |
@ REDDnet Data Depot
@ Network POP
@® NLNT Depots
Volunteer Depots
== 10 Gbs UltraLight
=== 10 Gbs UltraScience
10 Gbs Florida LambdaRail
=== 10 Gbs HOPI
== 10 GBS LEARN

&3

Brazil?

K OrRNL §

S
Floriday v

REDDnet: National Networked Storage

»NSF funded project
¢ Vandebilt

>8 initial sites

Michigan

ite | ?

/J/ Y
/7 th_ﬂ'--\t’“
OQNC State

i T
¥ o
@ SOX/SLR

\

1)

»Multiple disciplines
¢ Satellite imagery
¢ HEP

L Te_ras_cale Supernova
Initative

¢ Structural Biology
¢ Bioinformatics

>Storage
¢ 500TB disk
¢ 200TB tape
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% LHCNet: Transatlantic Link to CERN
NSF/IRNC, DOE/ESnet (2006/2007)

AsiaRac.. 7 g:i’}
4 ESnet Furope
Aus A ‘\\ Science Data Network Europe ;

(2nd Core — 30-50 Gbps, |
M
,-{\\

_National Lambda Rail) ﬁ
‘ GEA

SURFNetX

A ESnet hubs
A New ESnet hubELP

cu High-speed cross connects with Internet2/Abilene LHCNet
=== Production IP ESnet core, 10 Gbps enterprise IP traffic Data Network
== Science Data Network core, 40-60 Gbps circuit based transport_ 10Gb/s (4 x 10 Gbps
=== Lab supplied = 10Gb/s P
=== Major international B 30Gh/s to the US)
=== | HCNet Data Network

NSF/IRNC circuit; GVA-AMS connection via Surfnet or Geant2 B 2 x 10Gb/s
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OSG Training,
Outreach,
Communications




== .
Grid Summer Schools

» Sponsored by iIVDGL + UT Brownsville (2004, 2005, 2006)
¢ 1 week @ South Padre Island, Texas
¢ Lectures plus hands-on exercises to ~40 students
¢ Students of differing backgrounds (physics + CS), minorities

» Aim to reach a wider audience
¢ Experiment specific
¢ Lectures, exercises, video, on web
¢ Students, postdocs, scientists
¢ More tutorials, 3-4/year
¢ Agency specific tutorials
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PHYSICAL SCIENCES

— -
INFORMATION TECHNOLOGY

€31 | 512 hitpeffed.fral. goviuueo/indss:. html v @ 5o |[Clizuz

UUEO Initiative

THE CONFLUENCE OF THREE FRONTIERS:
Phiysical Science Research

Computer Sclence Research & Technology

Research on the Science of Teaching & Learning

[ —

EDUCATION

— 0 Warlk in Deanrace —

U eation s ourenen = »Federation of projects

HomE

DocuUMENTS

MEETINGS

MEMBERS

E & O URLS

understanding 7> D€CONdary & “informal” education

leveraging the edu

physea sence e | 2U2 funded ~$1M (2005-2007)
approach to bringing the education, computer science, and

physical science communities together is a grassroots effort

that holds great promise to promote and support

collaborative learning.

12u2

Building upon the Grid infrastructure and virtual data tools
and techniques, this collaborative seeks to create an
environment where scientists, researchers, educators, and

students can contribute knowledge, skills, and resources,

This framework is in its embryonic phase, so please check
back often to see the latest developments,

This project is supported

. in part by the National
rﬁhﬁ Science Foundation and
- the Cffice of High Energy
officeot Science  Phyysics, Office of Science,

e .S, Department of
Energy.

Opinions expressed are those of the authors and not
necssarily those of the Foundation or Department.
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sl QuarkNet/GriPhyN e-Lab Project

Cosmic Ray Collaboration

Why cosmic rays? Log in

Username;

Spending all your time in a shower?

When you're sleeping or sitting in class, cosmic rays shower the earth and everything on Password:

it

i 1
Ul nain

'>Analysis of high school cosmic ray data
»Now part of 12U2 program (www.i2u2.0rg)

AR L I SRR R LR L R 0L E A e LN LT L L AR WL A R R A LR

r oar
from. A number of reseach projects are looking at this question. To explore our website

Who are we?

We're a collaboration of high school students and teachd GIObal
cosmic ray data to answer some of these questions. Wi Position Ing

scientists to provide cutting edge tools that use grid tec
graphs, and posters and collaborate with other students] SyStem
Who can join? Scintillators

You! Think about steps you'd take to investigate cosmid
started? What do you need to know? Can you collect ar

Cracuw Uiyitar biviue vvuil RS HIUP (UL 9711, 200v) 1

Tube
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CHEPREO: Center for High Energy Physics Research
and Educational Outreach
Florida International University

Additional initiatives
»>CyberBridges

»>Global CyberBridges
»>Networking initiatives
>EtcC.

www.chepreo.org

Physics Learning Center

CMS Research » 2003 — 2008 + more? 1
Cyberinfrastructure >[$4M: MPS, CISE, EHR, OISE]|"
WHREN network (S. America) » New faculty, postdocs




Open Science Grid

Science Grid This Week
» (Katie Yurkewicz)
»1.5 years: >1000 subscribers

»Going international in
Jan. 2007: “ISGTW”

cience Grid Communications:
Science Grid This Week

SCIENCE GRID

CalendarfMeetings

Feature Story

www.interactions.org/sgtw

March

7-8, Second CLEAMER All-Hands
Meeting, Arlington, Wirginia

8-10, GridChem Workshop:
Distributed Cornputational Cheristry

{on the Grid), Austin, Texas

13-15, ISSSE 06: International
Symposium on Secure Software
Engineering, Washington, D.C.

26-28, PRAGMA 10: Pacific Rim
Applications and Grid Middleware
Assembly Tenth Workshop,
Townsville, Queensland, Australia

Full Calendar

Image of the Week

Cracow Digital Divide Workshop (Oct. 9-11, 2006)

Indian President A.P.J. Abdul
Kalam using ¥YR¥S at CHEPDG.
{Click on image for larger
version.)

Irmage Courtesy Phillipe Galvez

on Feburary 17, Indian President
a.P.J, Abdul Kalam wisited the
Computing in High Energy and
Muclear Physics {CHEPDE) conference
in Mumbai, India. The President's
speech to the conference highlighted
arid cornouting in India and around

Simulating Supersymmetry
o 3 -

construction,
Imaga © CERN

one of the discoveries eagerly
anticipated by particle physicists
warking on the warld's next particle
collider is that of supersymmetry, a
theoretical lost symmetry of nature,
Supersymmetry, often called SUSY,
predicts the existence of a
superpartner particle for every
known particle,

why the big hunt for SUSY's
"sparticles"? Recent experiments
have suggested that most of the
matter in our universe is not made of
familiar atoms, but of some new sort
of "dark matter." Discovering a
hidden world of sparticles will shed
light on the nature of this dark
rmatter, connecting abservations
performed at earth-based
accelerators with those performed by
astrophysicists and cosmologists,

Physicist Sanjay Padhi, a Chancellor
Fellow at the University of
Wisconsin-Madison, searches for
SUSY using the ATLAS detector at
the Large Hadron Collider, although
the LHZ and ATLAS won't start
collecting experimental data until
2007, he and his colleagues are
already hard at worl generating the

U PR U U I O TP

THIS WEEK

IBE | ARCHIYE |

BBC Project Takes on Climate
Change

Image Cowrtasy Chimatepradiction net

It seems like new distributed
computing projects are popping up
every day, and it seems like the
world is catching on to the
possibilities made possible by
harnessing the power of thousands of
connected PCs, Case in point: Last
rmonth, the British Broadcasting
Corp. teamed up with
ClimatePrediction.net to launch a
distributed computing project that is
running, initially at least, concurrent
with the channel's "Climate Chaos"
season of programming.

Cubbed the "BEC
Climate Change
Experiment,” this

project, according to
ClimatePrediction.net chief software
architect Carl Christensen, is a little
different than other similar projects.
Unlike other distributed cormputing
experiments where user computers
will perform a "workunit" before
moving on to another tasl,
computers on the BBC experiment
run the entire climate model—from
start to finish, The experiment takes
three months "on the fastest PCs out
there today," he said, whereas tasks
on other projects can be completed
in a matter of hours,

There is a twofold reason for this
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OSG Newsletter

Monthly newsletter
» (Katie Yurkewicz)
»9 Issues now

Www.opensciencegrid.org/
0Sgnews
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FEERUARY 2006

Meetings and Events

Condor Weelk 2006
april 24-27, Z006

GGFL7
May 9-12, 2006

HPDZ 2006
June 19-23, 2006

Wiew Full Calendar
Add Mew Event

Operations Report

The Cperations
teamn provides a
bi-weekly repaort
to the Council to
keep therm up to
date and to bring
issues to the
table for
discussion, Here
are a few iterns
frorm recent postings,

With CMS and ATLAS increasing their
number of submitted jobs to a site,
several scaling problems have
arisen, These issues are being
addressed by extensions to Condor
and Condor-G, and with the Globus
software which 1s run on the head
node for the job-rmanager,

More than 45% of sites have
uparaded to OSG 0.4.0, and 26% are
reporting to the Monalisa (ML)
accounting, The daily usage reports
are based on ML, so while it remains
an optional component, if you want
your site to be included in the
accounting you will need to install
and configure it, The operations team
will be happy to help with this.

The education project MARIACHI and
L

RN

From the Executive Director

Dear OSG Consortium and Friends,

I am very pleased to announce that Bill Kramer has been
selected by the Council as its new chairperson. As head of §
the MERSC computing center, Bill brings a wealth of
experience and understanding to our program, and we
are already keeping him busy, As one of the new
applications coordinators, Frank wiarthwein continues to
be part of the 0SG's core team and we will continue to
benefit from his contributions and insights, I ook forward
to working with each and every member of the Executive
Board,

At the beqginning of this rmonth we submitted the OSG program of work as an
unsalicited proposal to the NSF's Mathematical and Physical Sciences
Directorate, and we are in the process of submitting the same proposal to the
DiOE SciDAC-2 program. The proposal focuses on three key areas; the OSG
facility; education, outreach and training; and science-driven extensions.

The Consortium meeting saw the presentation and discussion of many
aspects of the use and provisioning of the facility, including the contents and
schedule of the next two O5G releases and WDT 1,3.10. The local
organizers—Paul Avery, DeeDee Carver and Jorge Rodriguez—did a superb
job. CMS is ramping up 25G activity once again and DZero 1s validating one
site at a time to run SAMGrd-based reprocessing jobs, Mike Wilde i1s working
with Soma Mukheriee and UTE on the logistics and schedule for this year's
summer school; please contact him if vou are interested in contributing.

Sincerely,
Ruth Pordes, OSG Executive Director

Applications - Reprocessing DD Data

F17.07 Events 1411

P170% Events 140% —
F17.0% Events i

Hlcmmed =

Sites e R —T Y e i — P S .Y R )

Feprocessing status as of February 20,
[Click on irmage for larger wersion. )

DO's |atest reprocessing of its Run IIa data used several OSG sites, which
together processed moare than 10 million events, D0 has used resources from
collabaorating institutions for several vears for reprocessing, since their
Ferrilab resources are busy processing newly collected data and Maonte Carlo
simulations are always ongoing. The addition of 02G and LCG resources
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™ Acknowledgements
™ Preface
B Introduction

B What Grids Can Do For
You

™ Grid Case Studies
= Technology For Grids

B Standards & Emerging
Technologies

™ Programming Concepts
&%halleng%s P

f» Building Your Own Grid

i Installation Procedure
Examples

> TyEical Usage
xamples

® Practical Tips
B Glossary
M Appendices

Grid Technology Cookbook

A guide to building and using grid resources

IVDGL + TATRC funded
(Mary Trauner, Mary Fran Yafchak)

*Outline Development, Vetting September-October

sAssemble Writing Teams October-December
*Develop Web Structure November-December
*Writing Process Underway November-March

*Material Edited and Entered December-April

*Review of First Draft May
*Edits to First Draft Entered Early June
*Review of Final Draft Late June
*Release of Version 1 July 2006
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International ICFAMorkshop on

HEP Networklm ﬂG

DIgItal Divide Issues o Dal esStience xﬁ
i ~ » October 9-1° 06 Cracow, Poland "}

Background

» ICFA/SCIC (Standing Committee on Inter-
regional Connectivity)

Themes

» Global collaborations, Grids and addressing
the Digital Divide

» Focus on poorly connected regions
» Brazil (2004), Korea (2005), Poland (2006)

Cracow Digital Divide Workshop (Oct. 9-11, 2006) Paul Avery 45



OSG Today
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= OSG: Funding History & Milestones

Open Science Grid

Grid Communications

First US-LHC
R O UltraLight, $2M [l DISUN, $10M
GriPhyN, $12M | 1202, $1M
Grid3 start UHC Start
IVDGL, $14M LIGO Grid VDT 1.3 OSG start

2000 2001 | 2002 2003 | 2004 2005 2006 2007

VDT 1.0 [efz]==IoMEY1Y
: )
05 5550 g S o lcegery

NSF, DOE

Digital Divide Workshops
04, 05, 06

Cracow Digital Divide Workshop (Oct. 9-11, 2006) Paul Avery a7



ciDALC | | The SAMGrd Project

OSG Project funding (Sep. 7):
SciDAC >$30M = $6.1M X 5 yrs
Scientific Discovery through Advanced Co >~ 50% NSE: MP S, Ol SE, OClI
) Uffice of >~ 50%b DOE: SciDAC I

Computational Science: Here, There, and Everywhere

Background

Science Applications

Stimulating new discoveries by providing scientists with
effective and dependable access to a petascale
distributed Gompurarﬁonaf facility

www.scidac.gov/physics/petascale.html

Enabling This project brings together a unigue ensemble of domain scientists, software developers and providers of

Technologies computing resources who share a commaon goal: to stimulate new discoveries by providing scientists with
effective and dependable access to the Open Science Grid (05, a national distributed computational
facility. The massive amounts of data generated by the current and next generation of physics accelerators
and detectors poses significant challenges to our computing and networlk infrastructure. The reguirements in
scale of resources, Users, capacity and performance of the OSG facility are driven by the user communities,

S¢iDAC Outreach in particular the physics communities that are committed to the use of OSG. This project will maintain and

operate a Petascale nationwide distributed facility that can grow to provide thousands of users at universities

and DOE laborataries throughout the U5 with effective access to massive computational and storage

Grant Solicitations resources. Technical activities to engage train and include new researchers are integral parts of our
program of work. The engagement activity will bring each new community to contribute to and benefit from
the facility. Mew T technaologies are integrated and deploved in response to explicit needs and are evaluated
in a real-life setting.

SciDAC Institutes

Participating Orgs

A reliable national infrastructure that can deal with the data management and analysis of petabytes of data
from the next generation of physics accelerators and detectors is vital to maximizing the benefit of U.S.
investments in these experiments . Without this effort, it would be difficult for the U.S to optimally exploit the
Large Hadron Collider (LHC) competitively and to capitalize on the investment in the Laser Interferameter
Gravitational-Wave Observatory (LIGO). This effort proposes a production environment for distributed
data-intensive science provided through a consortium that consists of a unigue ensemble of domain
scientists, software developers and providers of computing resources using distributed computing tools and

Collateral Materials




OSG Organization

Contributors
Universities
Laboratories

- —)

OSG Consortium

=~

Program
Oversight

Sites
Service Providers

Scientific Advisory Group

VOs
Researchers

OSG Council
Council Chair

Computer Science
Grid Projects

OSG Users Group
Applications Coordinator

A

Partners
Campus Grids

Finance Board
Resources Manager

EGEE

TeraGrid

—> Line reporting \

=== Advisory \

< = ?» Interfacing,

-

Executive Team

OSG Facility

Facility Coordinator
Engagement Coordinator
Operations Coordinator
Middleware Coordinator
Security Officer

Contributing & \

__ (MOUs, etc)

Cracow Digital Divide Workshop (Oct. 95

Projects
Project Managers
Resource Managers

Executive Board

Executive Director

Applications Coordinator
Education Coordinator
Facility Coordinator
Resources Manager

Council Chair
Engagement Coordinator
Middleware Coordinator
Operations Coordinator
Security Officer
Liaison to EU Grid Projects
Liaison to TeraGrid/USGrid

Projects

Project Technical Managers
Contributor Technical Managers
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& 9 Project Execution Plan (PEP) - FTEs

FTEs
Facility operations 5.0
Security and troubleshooting 4.5
Software release and support 6.5
Engagement 2.0
Education, outreach & training 2.0
Facility management 1.0
Extensions in capability and scale. 9.0
Staff 3.0
Total FTES 33

Cracow Digital Divide Workshop (Oct. 9-11, 2006) Paul Avery



Open Science Grid

—

OSG Project Effort Distribution: Year 1

Developing procedures and Boston 0.5
structures for coherent project | BNL 3.0
» Each institution must sign Statement CaITech 2.5
of Work. Taking place now. Col un|1:0|a 0.5
» Each individual submits open (Iz:om?Lab 0.0
monthly written reports. Fall 2006 er_m' 7.0
_ _ Indiana U 3.0
» Finance Board reviews the accounts TBNL

and deliverables. FB exists 1.8
_ _ RENCI 15
» Executive Board reviews plans and SLAC o
ach.let\{ements. EB exists | UCSD >0
» Activities covered by the PI’OjGC'_[ U of Chicago 35

Plan and WBS. PEP & WBS exist :
U of Florida 0.5
» Effort Qistributio_n reviewed & U of lowa 10
potentially modified each year. Wisconsin =
Totals 33.8
Cracow Digital Divide Workshop (Oct. 9-11, 2006) Paul Avery 51
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Open Science Grid

OSG PEP - High Level Milestones

200603 Release OSG software stack version 0.6.0

2006Q3 Project baseline review

20060Q4 Sign off on OSG Security Plan.

200604 Meet operational metrics for 2006.

2007Q1 Accounting reports available for users and resource owners.

2007Q2 Production use of OSG by one additional science community.
2007Q2 OSG-TeraGrid: software releases based on same NMI software base.
2007Q2 Release OSG software version 0.8.0: Complete extensions for LHC data taking.
2007Q2 Support for ATLAS and CMS data taking.

2007Q3 1 year Project Review.

200704 Meet 2007 deliverables as defined by science stakeholders.

2007Q4 Meet operational metrics for 2007.

20070Q4 Release OSG software version 1.0

20080Q2 Production use of OSG by 2 additional science communities.

2008Q3 OSG-TeraGrid: production service interoperation.

200803 2nd year Project Review.

200804 Meet 2008 deliverables as defined by science stakeholders.

200804 Meet operational metrics for 2008.

200902 Support for all STAR analysis (10,000 jobs/day).

201001 Sugeort for data taking with order of magnitude increase in LIGO sensitivitx.

Cracow Digital Divide Workshop (Oct. 9-11, 2006)

Paul Avery
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Open Science Grid

» Assess, monitor & respond to
security issues = Security Officer

» Each site responsible for local
security and incident reporting

» OSG security plan modeled on
NIST process

Security, Safety, Risk Management

Cracow Digital Divide Workshop (Oct. 9-11, 2006)

Area of Hisk Descriptbon Probability | Impact of Strategy for
of Cecurrence Mitigation
Oecurrence

Sehedule Missesd High Medium Monthly review of deliverables and
milestones from milestones; Technical project leaders are
internal or members of O5G Executive Board. Well-
external activities developed integration and system Lest

program. Consistent project management; an
experienced, professional staff;

Operational  Secunty Incident [High Medium  Security policies and procedures operational
and exercised. Ongoing attenton to NIST
securly management, operations and
techrology for OSG assets. Include secunty
pssues in all activities and meetings.

Operational  Faster growth and Low Medium Mauntan flexibality and agility to repriontize
cxpansion than and move effort to facility and operations
expected. Rasks,

Organizational Withdrawal of  [Low High Monthly reporting and analysis of use of
significant D50 and satisfaction of the stakeholders.
stukeholder Energenc communication and proactive

follow up by Executive Team with users.

Organizational Changes in staff  Moderate  |Moderate  [Team approach and cross-tramming to have
technical depth in all activities. Build and test
procedurss included in project plan to
vilidate access to all codes, and provide
documentation of distributions.

Technical T'echnical Moderate  [Moderate Ongoing tracking of reguirements and
solution not delivery. Early testing of needed capabilities
avatlable om testbeds.

Technical Support for High Medium  08G software and release teams have some
=oftware dropped technical knowledee about all components
by developer. that are built and tested. Avalability of the

source code for an OSG distnbution. [nclude
external project technical leads in the
Executive Board

Technical lechnology or  [High Moderate  Freguent integration and validation of
infrastructure technology use at scale and with realistic use
dails in s cases. Definition and review of system
capabilites. performance metrics.

Palr AVETY 23




cet Scaling of LHC & LIGO in 2008-2009

» Data distribution
¢ Routinely >1 GB/Sec at ~10-20 sites

» Workflows
4 >10,000 batch jobs per client

» Jobs/Day
¢ >20,000 per VO with >99% success rate

» Accessible Storage
¢ >10PB

» Facility Availability/Uptime
¢ >99.x% with no single points of failure

Cracow Digital Divide Workshop (Oct. 9-11, 2006) Paul Avery



b Continued focus on OSG Core Competencies

» Integration
& Software, Systems, Virtual Organizations

» Operations
¢ Common support & grid services

» Inter-Operation with other grids
¢ TeraGrid, EGEE, caBIG, ...
¢ Bridging administrative & technical boundaries

> With validation, verification and diagnosis at each step
» With integrated security operations and management

Cracow Digital Divide Workshop (Oct. 9-11, 2006) Paul Avery 55
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W Core Operations and Common Support
Join OSG: 1-2-3 The OSG VO

1. VO registers with Operations Center, > Individuals & small groups
users register with VO » Managed by OSG

2. Sites register with Operations Center > Good learning environment

3. VOs and sites provide Support Center
Contact and join Ops groups

-

A 4 v d
N i EBMASTER 6
¥ 4 b
ial’ -y - " ..
o \ »
i ) an
NG /“*,, 41
& ¥
B w 49
4 S o T
. ] ~ CEEPIErE
..' r -
i 4 &
HEY WHY AM |
NOT IN THE 1
PICTUREZ??
THE INTIMipATOR
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Future Astronomy OSG Projects

» Fermilab Experimental Astrophysics Group (EAG) has 4
projects planned for Open Science Grid

¢ Fitting SDSS Quasar Spectra by genetic algorithm

¢ Simulation effort for Dark Energy Survey (DES)

¢ Search for Near Earth Asteroids (NEOs) in the SDSS Imaging data
¢ The Co-addition of the SDSS Southern Stripe (COADD)

Cracow Digital Divide Workshop (Oct. 9-11, 2006) Paul Avery 58



—

aeed Integral Role of Computing at LHC: TDRs

LABORATOIRE EUROPEEN POUR LA PHYSIQUE DES PARTICULES ~ CERN/LHOC 2005-023

CERN EUROPEAN LABORATORY FOR PARTICLE PHYSICS 20 .l !ME

C MS_

ATLAS
Computing

LCG-TDR-001
CERN-LHCC-2005-024

Technical Design Report LHC Computing Grid

Technical Design Report

The Computlng Pro]ect e e Copaca e

Editor: Jiirgen Knobloch

iLIE=

www.cern.ch/lcg

Technical Design Report

100s of pages apiece
»>CPU
>Storage

> International optical networks
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el PU, Storage Projections of Current HEP Expts.

>Primarily driven by increasing datataking rates
>Similar increases in other disciplines

2008 Data volume: 5.7 PB  2008: ~8,000 3 GHz CPUs
l |

| CDF Data Volume, PBytes | | [ CDF CPU Needs | ¢
v [ W 25—
2 C T
& s 1 Ntuples E
& F 3 g
g [ zezl LIl ® 20 [ Monte Carlo
g [ =4 Reconstructed Data @ “°r 771 Analysis
2 °%C EE3 RawData > T ]
S b = L Production
8 T 15—
8 3 — N
C 10—
2 C
11— 5 —
= - I
0 I !/ P 1A i
2002 2003 2004 2005 2006 2007 2008 055002 2003 2004 2005 2006 2007 1o 2008
iscal Year iscal Year
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= Long Term Trends In Network
Traffic Volumes: 300-1000X/10Yrs

: SLAC offsite production network
ESnet Accepted Traffic 1990 — 2005 | 10w

Open Science Grid

onential Growth: bandwidth capacity
100
Avg(+82%Iypfor the Last 15 Years L Cottrell ﬁEiDGBms
” \[2Thits/s)

700 W. 2 x 10 Gbit/s X,

| Johnston 1 Vi

! @ A
600 c ¢ o /"'

c 5
500 |8 m o0 XX
= U kd

| = o001 . <ﬁﬂ% jroith
400 |1 @ st Br year

| 3_) 0.0001 M /
300 | .

> 0.00001 Progress

| 2 . In Steps
200 |3 0.000001 1 . . . — .
1 O O L||_J 1983 1963 1933 1993 2003 2003 2013

¢ 2005 SLAC Traffic —400 Mbps

0 HHHHHHH\HHHHHHH\HHHHHHHH\HHHHH\HHHHHHH\HHH\HHHHH\H.H N ‘ GrOWth in Steps (ESNet Limit):
mmmmmmmmmmmmm ‘ ~ 10X/4 years
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e | HC TierO—Tierl—Tier2 Network Connections

Tier-2s and Tier-1s are

inter-connected by the general
purpose research networks

Tier-2

Any Tier-2 may
access data at

g any Tier-1

Tier-2
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el OSG Roots: “Trillium Consortium”

» Trillium Grid projects: PPDG + GriPhyN + 1VDGL
¢ PPDG: $12M (DOE) (1999 - 2006)
¢ GriPhyN: $12M (NSF) (2000 — 2005)
¢iVDGL:  $14M (NSF) (2001 — 2006)
¢ Large science experiments: ATLAS, CMS, LIGO, SDSS
¢ Supplements + new projects : UltraLight, CHEPREO, DISUN ($17M)

» Total ~150 people with many overlaps between projects
¢ Universities, labs, SDSC, foreign partners

» Historically, a strong driver for funding agency collaboration
¢ Inter-agency (NSF — DOE) + intra-agency (Directorate — Directorate)

» Coordination vital for meeting broad goals
& CS research, developing/supporting Virtual Data Toolkit (VDT)
¢ Multiple Grid deployments, using VDT-based middleware
¢ Unified entity when collaborating internationally
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& GLORIAD: 10 Gbps Global Optical Ring

Open Science Grid

GLORIAD B -

Global Ring Network for Advanced Applications Development

Beijing-Khabarovsk (Russla) Seattle-Hong Kong, 2.5 Gbps Seattie-Chicago-NYC, 10 Gbps NYC.Amsterdam, 622 Mbps  Amsterdam-Moscow, .51
ovosibirsk, 622 Mbps {VSHL Contract) (CANARIE Cantribution) (VSNL Contribution)

}-mr.r

Japan, US, Netherlands

Complete by March 2007

GLORIAD Circuits Today

10 Gbps Hong Kong-Daejon-
Seattle

10 Gbps Seattle-Chicago-NYC
622 Mbps Moscow-AMS-NYC
2.5 Gbps Moscow-AMS

155 Mbps Beijing-Khabarovsk-
Moscow

2.5 Gbps Beijing-Hong Kong

1 GbE NYC-Chicago
(CANARIE)
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