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• The progress in Computing in Latin America is visible when we
visit sites of National and Regional Networks. Unfortunately
not homogeneous. In Brazil there is a big effort made by RNP to 
extend the network to all country
Digital Exclusion in Latin America including Brazil it is a 
complicated situation due the big Social Differences!

• As we know, GRID is a Good, Modern and Efficient 
Computing architecture.   This technology is pushing the 
Progress. Good and large bandwidths is an important
component of definition of GRID. 

• The way that we have followed was The cooperation. 
This is a tradiction in HEP collaborations.



88--11 October 200611 October 2006 Alberto Santoro Alberto Santoro 44

• It is very difficulty to get information from L. A.
countries on the domain of GRID and/or Network.

• This shows us the stage of the development of
computing and science. 

• We will try to summarise the present situation that
is moving not so fast as we want but there are some
relevant progress.

• First initiatives for HEP, came from Leon Lederman on the 80’s, 
(ACPs...) continued now by Harvey Newman (AMPATH, CHEPREO,...).

• Thanks to RNP (Rede Nacional de Pesquisas –Brasil)
in particular to Dr. Michael Stanton I got many 
information about the situation on the region.
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The ALICE projectThe ALICE project

The main objective of ALICE was set up in 2003 to The main objective of ALICE was set up in 2003 to 
develop RedCLARA. develop RedCLARA. The budget of 12.5 MThe budget of 12.5 M€€, including CE , including CE 
contribution of 10 Mcontribution of 10 M€€ and 2.5 and 2.5 MM€€ from LA partners.from LA partners.

America Latina Interconectada Con Europa 

Argentina (AR)Argentina (AR)
Brazil (BR)Brazil (BR)
Bolivia (BO) Bolivia (BO) ††
Chile (CL)Chile (CL)
Colombia (CO)Colombia (CO)
Costa Rica (CR)Costa Rica (CR)
Cuba (CU) Cuba (CU) ††
Ecuador (EC)Ecuador (EC)
El Salvador(SV)El Salvador(SV)

† country not yet 

connected to 

RedCLARA

Guatemala (GT)Guatemala (GT)
Honduras (HN) Honduras (HN) ††
Mexico (MX)Mexico (MX)
Nicaragua (NI)Nicaragua (NI)
Panama (PA)Panama (PA)
Paraguay (PY) Paraguay (PY) ††
Peru (PE)Peru (PE)
Uruguay (UY)Uruguay (UY)
Venezuela (VE)Venezuela (VE)

Targeted CountriesTargeted Countries coordinated by DANTE,  participation of 4 EU NRENs 
targeted countries in LA (see www.dante.net/alice)

www.dante.net/alice
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RedCLARA and Latin AmericaRedCLARA and Latin America

Achievements of RedCLARA:Achievements of RedCLARA:
facilitates collaboration within LA and between EU facilitates collaboration within LA and between EU 
and LAand LA

more than 700 universities in LA and 3500 in EU more than 700 universities in LA and 3500 in EU 
Many sites for scientific research, especially in Many sites for scientific research, especially in 
geogeo-- and astrophysics, climate, oceanography, and astrophysics, climate, oceanography, 
biodiversity, environmental and human culturesbiodiversity, environmental and human cultures

RedCLARA sustainabilityRedCLARA sustainability

RedCLARA deployment has depended heavily on the 80% RedCLARA deployment has depended heavily on the 80% 
financing provided by EuropeAidfinancing provided by EuropeAid
Many connections to RedCLARA coming from midMany connections to RedCLARA coming from mid--20052005
ALICE Project lifetime currently expected to terminate in ALICE Project lifetime currently expected to terminate in 
March, 2007 (+ a few months)March, 2007 (+ a few months)

CooperaciCooperacióón Latino Americana de Redes Avanzadasn Latino Americana de Redes Avanzadas
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To maintain the current int. connectivity after March, To maintain the current int. connectivity after March, 
2007, of interest both to LA and EU, has been 2007, of interest both to LA and EU, has been discussed at discussed at 
the highest political levelsthe highest political levels

-- April 2006 (EUApril 2006 (EU--LAC ministerial LAC ministerial 
forum, Lisbon) forum, Lisbon) 

-- May 2006 (EU LAC summit of headsMay 2006 (EU LAC summit of heads
of state and heads of government, of state and heads of government, 

Vienna)Vienna)

topologytopology ––20062006

NRENs in LA before ALICENRENs in LA before ALICE

With R&E connectionsWith R&E connections: AR, BR, CL, MX, VE: AR, BR, CL, MX, VE
With connectivity:   With connectivity:   Costa Rica, Cuba, Costa Rica, Cuba, 

UruguayUruguay

National Research and Education NetworksNational Research and Education Networks

Cooperation with, initiatives of FIU

http://whren.ampath.net

Western Hemisphere Research and Networking
Links Interconnecting Latin America
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AMPATH International Exchange PointAMPATH International Exchange Point

AMPATH Ethernet Fabric
Cisco 7609, Foundry FastIron

Lucent 
CBX 500

Cisco ONS
15454

STM-16 Port
Currently configured as VC4-8c with

1.22 Gbps effective bandwidth.

MIAMI

RNP

ANSP

CLARA

Abilene AtlanticWave
NLR

UltraLight

WHREN-LILA
Cisco ONS 15454

SONET
Gigabit Ethernet
10 Gigabit Ethernet

San Diego - Tijuana link:
operating at 2 x 1 Gbps, 
providing dedicated GigE
links to regional network 
(CLARA) and Mexican         
NREN  (CUDI)

East and west 
coast connectivity 
to NLR, I2 Abilene 
and other US and 
global R&E networks

Links Interconnecting Latin America
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Sao Paulo Distributed Exchange PointSao Paulo Distributed Exchange Point

Sao Paulo
Cisco 15454

RedCLARA
router

RNP
switch

ANSP switch

RNP
switch

RNP
router

WHREN-LILA

Red
CLARA

Miami
Cisco 15454

Redundant 
dark fiber

USP

HEPGrid
UERJ

SPRACE
UNESP

BARUERICOTIA

SDH/SONET

N X GbE

Sao Paulo has become a distributed exchange point, interconnecting 
ANSP, CLARA, RNP, supporting a distributed CMS Tier-2 facility, 

with inter-regional connections to U.S. R&E networks and E.U. 
GEANTMiami - Sao Paulo link: 

STM-16 at 1.2Gbps. Increasing
to 2.5Gbps in time for SC06

Connects State of Sao 
Paulo academic network
(ANSP), Latin America 
regional network (CLARA)
and Brazilian NREN (RNP)
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EELA NRENs in Latin AmericaEELA NRENs in Latin America

RedCLARA interconnects the NRENs RedCLARA interconnects the NRENs ( National Research and ( National Research and 
Education Networks)Education Networks) of 14 countries in LA.of 14 countries in LA.

They can be classified into 3 categories:They can be classified into 3 categories:
““oldold”” NRENs (i.e. those predating CLARA)NRENs (i.e. those predating CLARA)
Argentina, Brazil, Chile, MArgentina, Brazil, Chile, Mééxico, Venezuelaxico, Venezuela

““newnew”” NRENs (i.e. created after CLARA)NRENs (i.e. created after CLARA)
Peru, Colombia (CO not EELA, but interested in grids)Peru, Colombia (CO not EELA, but interested in grids)

Unconnected NRENs:   CubaUnconnected NRENs:   Cuba

E-Infraestructure shared between Europe and Latin America 
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Status of Some NRENs in LA  Status of Some NRENs in LA  
((National Research and Education Networks )National Research and Education Networks )

ArgentinaArgentina: : RETINA RETINA 
http://www.retina.arhttp://www.retina.ar

Good

Poor

Very Poorco
nn

ec
tiv

ity

Red TeleinformRed Teleinformáática Acadtica Acadéémica  mica  
Membership organisationMembership organisation
Connects to RedCLARA Connects to RedCLARA 
(contract b/w is (contract b/w is 90 Mbps90 Mbps) ) 
through PoPthrough PoP--AR in Buenos AiresAR in Buenos Aires
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Brazil:Brazil:

Rede Nacional de Ensino e Pesquisa
Private non-profit company contracted by Brazilian 
government to operate and develop national network.

Network use without charge for qualified connectors 
(higher education and research).

National backbone (up to 10 Gbps) provides connectivity to 
all state capitals

Access bandwidth up to 1 Gbps

Access to RedCLARA (155 Mbps) at 
PoP-BR   in S. Paulo

RNP •(www.rnp.br)

3. Redecomep -Rede Optical Comunitária
Metropolitan Networks

2. IPÊ – Innovation, Research and Education
1.  Project GIGA – an optical networking testbed
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Connections to all Connections to all 
26 state capitals 26 state capitals 
and Brasand Brasíília:lia:
Network core Network core 
(12,000 km):(12,000 km):

10 Gbps to 4 10 Gbps to 4 
capitalscapitals
2.5 Gbps to 6 2.5 Gbps to 6 
capitalscapitals

Access linksAccess links
34 Mbps to 34 Mbps to 
11 capitals11 capitals
< 34 Mbps to < 34 Mbps to 
6 capitals6 capitals

New Projects Topology
Venezuela

Project from
Manaus Local
Network



88--11 October 200611 October 2006 Alberto Santoro Alberto Santoro 1414

http://www.redecomep.rnp.br

REDECOMEP is an iniciative of Ministery of Science and 
Tecnology (MCT) coordinate by RNP which purpose is to 
create Metropolitan high speed networks based on its own
Optical Fibers, to serve the research institutions and
Universities via Consortia among the participant Institutions
to assure the auto-support.

• Cities that already signed the MoU...................16
• Participant Institutions................................228
• Investiment in own fiber until now.....R$13M ~ 6M$US
• coverage estimate..................................650 Km
• Investiment in equipment until now...R$10M ~ 4.5M$US

Optical Metropolitan Networks for the Optical Metropolitan Networks for the 
R&E communityR&E community

Manaus, Belém, Fortaleza, Natal, Recife, Salvador, Vitória, Brasília,
Curitiba, Florianópolis, Porto Alegre



88--11 October 200611 October 2006 Alberto Santoro Alberto Santoro 1515

Chile: REUNAChile: REUNA
(www.reuna.cl)

topologytopology

Red UniversitRed Universitáária Nacionalria Nacional
Membership organisationMembership organisation

155 Mbps backbone runs 155 Mbps backbone runs 
northnorth--south from Arica to Valdiviasouth from Arica to Valdivia..
Connects to RedCLARA Connects to RedCLARA 
(contract b/w is 90 Mbps) (contract b/w is 90 Mbps) 
at PoPat PoP--CL in SantiagoCL in Santiago

Members connect to backbone Members connect to backbone 
and contract international transit and contract international transit 
bandwidth through REUNAbandwidth through REUNA
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CUDI: topologyCUDI: topology

•RedCLARA•RedCLARA

Corporación Universitária para el 
Desarrollo del Internet  Membership organisation

International 
links
through

155 Mbps155 Mbps

2 cross border 
optical links 
at 1 Gbps to USA
Link to RedCLARA 
PoP in Tijuana (contract 
is 45 Mbps)

(www.cudi.edu.mx)
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Venezuela Venezuela –– REACCIUN 2REACCIUN 2

Red AcadRed Acadéémica de Centros de Investigacimica de Centros de Investigacióónn
y Universidades Nacionales Network maintained by Ministry of S&Ty Universidades Nacionales Network maintained by Ministry of S&T, , 
through through 
CNTI (Centro Nacional de Tecnologias de InformaciCNTI (Centro Nacional de Tecnologias de Informacióón)n)

Phase I interconnects 8 universities to CNTIPhase I interconnects 8 universities to CNTI
Universidad de Carabobo (UC)Universidad de Carabobo (UC)
Universidad Central de Venezuela (UCV) Universidad Central de Venezuela (UCV) -- CaracasCaracas
Universidad Simon BolUniversidad Simon Bolíívar (USB) var (USB) -- CaracasCaracas
Universidad PedagUniversidad Pedagóógica Experimental Libertador (UPEL) gica Experimental Libertador (UPEL) -- CaracasCaracas
Universidad Centroccidental Lisandro Alvarado (UCLA) Universidad Centroccidental Lisandro Alvarado (UCLA) ––
BarquisimetoBarquisimeto
Universidad de Los Andes (ULA) Universidad de Los Andes (ULA) –– MMééridarida
Instituto Venezolano de Investigaciones CientInstituto Venezolano de Investigaciones Cientííficas (IVIC) ficas (IVIC) -- Altos de Altos de 
Pipe Pipe 
Universidad de Oriente (UDO) Universidad de Oriente (UDO) –– CumanCumanáá

International links via RedCLARA and AMPATH (both at 45 Mbps)International links via RedCLARA and AMPATH (both at 45 Mbps)

(www.reacciun2.edu.ve)
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REACCIUN 2: topologyREACCIUN 2: topology

A T M

ULA
7206 VXR

UCV
7206 VXR

IVIC
7206 VXR

UC
7606

UPEL
7206 VXR

USB
7206 VXR

UDO
7206 VXR

UCLA
7206 VXR

CNTI
7609

STM- 1STM-1

E3

E3

E3

E3 E3

E3

E3

E3

1 STM        - 1 = 155 Mbps
1 E3 =   34 Mbps

Universidad de Universidad de CaraboboCarabobo (UC)(UC)

Universidad Central 
de Venezuela  
Caracas

Universidad 
Simon Bolívar
(USB) -
CaracasUniversidad Pedagógica

Experimental Libertador
(UPEL) - Caracas

Universidad 
de Oriente
(UDO) –
CumanáInstituto

Venezolano de 
Investigaciones
Científicas
(IVIC) –
Altos de Pipe

Universidad de 
Los Andes (ULA) –
Mérida

Universidad
Centroccidental
Lisandro Alvarado
(UCLA) –
Barquisimeto
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RAAPRAAP --

Pontificia Universidad
Católica del Perú

PUCP

UNI

UNMSM

La Molina

IPEN

INICTEL

ACADEMIC 
NAP

2 Mbps

2 Mbps2 M
bp

s

2 Mbps

2 Mbps

2 Mbps

UPCH

to the 
CLARA
PoP 45 
Mbps

10 Mbps

MPLS network
- VPN  -

MPLS network
- VPN  -

CISCO 3725

CISCO 3725

C
IS

C
O

 3
72

5

Universidad 
Nacional 
Agraria La Molina

CISCO 3725

CISCO 3725

FE

FE
T3

CISCO 7204

FE 

FE 

FE 

FE 

FE 
FE 

FE 

LAN
PUCP
LAN

PUCP

Instituto Nacional de Investigación y 
Capacitación en  Comunicaciones

Instituto Peruano de 
Energía Nuclear

Universidad Peruana 
Cayetano Heredia

Universidad Nacional de Ingeniería
Universidad Nacional 
Mayor de San Marcos

Pontificia 
Universidad 
Católica del Perú

(www.raap.org.pe)
Rede Académica Peruana

TOPOLOGY
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//

ColombiaColombia

REDES REGIONALES

International connectivity to International connectivity to 
RedCLARA with RedCLARA with 10 Mbps10 Mbps link to PoP link to PoP 
in Panamin Panamáá

Red Nacional Academica de TecnologRed Nacional Academica de Tecnologíía Avanzadaa Avanzada

NREN currently interconnects 6 regional networks with
links at 10 Mbps http://www.renata.edu.cohttp://www.renata.edu.co
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NETWORKS:
Bogotá – RUMBO 
12 institutions 
www.rumbo.edu.co
Barranquilla – RUMBA
6 institutions 
www.redrumba.edu.co
Bucaramanga – UNIRED 
9 institutions 
www.unired.edu.co
Cali – RUAV
8 institutions 
www.ruav.edu.co
Medellín – RUANA
8 institutions 
Popayán – RUP
7 institutions 
www.rup.unicacuca.edu.co

Under study:

Armenia
Pereira
Manizales
Pasto
Santa Marta
Villavicencio
Montería
Tunja

6 Regional 
Networks,

50 institutions

Characteristics: 
• National connectivity  

(10Mbps)

RENATA RENATA –– present situationpresent situation
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yes1 Gbps-Clara155 Mbps155 MbpsYesCUDICUDIMexico

January 20037845 Mbps-Clara-
Ampath

155 Mbps & 34 Mbps155 Mbps & 34 MbpsyesREACCIUNVenezuela

no466 Mbps64 Kbps to 1 MbpsyesRAUUruguay

no45 Mbps-CLara2Mbps2MbpsIn planningCONCYTECPeru

no1145 Mbps -Clara2 MbpsUniversity/
Network 

PANNET/
SENACYT

Panama

noNot knownNicaragua

noNot knownHONDUnetHonduras

noNon-existentNot knownGuatemala

noIn planningCONACYTEl Salvador

NoIn planningFUNDACYTEcuador

no23Not known19.2 Kbps– 2MbpsUniversity 
Network

RedUnivCuba

no34Not known32 – 512 KbpsyesCRNetCosta Rica

-610 Mbps Clara10 MbpsyesRENATAColombia

yes1890 Mbps Clara155 MbpsyesREUNAChile

yes
369

202 Mbps & 1.2Gbps2 – 30 Mbps 
(backbone u10 Gbpsyes

RNPBrazil

No    OLD DATA181.5 Mbps64 – 128 KbpsyesBOLnetBolivia

yes5690 Mbps
CLARA256Kbps – 34 MbpsyesRETINAArgentina

Connection to US 
Internet2

Number of 
Connected Sites

External CapacityNational connectionsExisting REN?OrganizationCountry

PR
ES

EN
T 

SI
TU

AT
IO

N
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http://www.internetworldstats.com/
Usage and Population Statistics The Internet

Coaching Library
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http://www.internetworldstats.com/
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1.   HEP Exp: E691 Computing  ACP1 (parallelism, little Unix) -1986

4.  CHEP95 – Use Videoconference – Internacional (1995)

2.  Heterogeneous Network (VMS+NOVELL+UNIX+WINDOWS) (1986)

5.  HEP Exp: D0 Client/Server - FARM-IBM – We 
had remote submission.

3.  HEP Exp: E791 ACP2, ACPMAPS – (1 ACP2=10 ACP1, 
Lattice Calculations) (1990-1994)

Important Dates 

AND NOW?

Network: only Bitnet

Reconstruction->Tapes sent by aimail
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CMS Experiment

DISUN: Data Intensive Science University NetworkDISUN: DISUN: Data Intensive Science University NetworkData Intensive Science University Network

Online 
System

CERN Computer 
Center

FNALKorea RussiaUK

UCSB

0.2 - 1.5 GB/s

~10 Gb/s

10 Gb/s

~10 Gb/s

Tier 0

Tier 1

Tier 3

Tier 2

Physics caches PCs

UCR

UFlUCSDCaltech

10s of Petabytes/yr by ~2008
1000 Petabytes in < 10 yrs?
> 50% of CPU in Tier2s

UCLA

Tier 4

DISUN

10+ Gb/s

UERJ 

…

And be inserted on the International GRID CMS.

Sprace
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-CBPF (RIO) – Got financial support to build a cluster (about 50 CPUs)   
This will be a cluster connected to our Cluster serving 
CMS and LHCb.

-UFRGS (SOUTH) – They have already a small cluster (not for HEP) 
working in software with Caltech collaboration +UERJ   

-UFRJ (RIO) – They have collaborators for all LHC experiments and
got recentely financial support to build a  Cluster

Projects: They have an approved project for upgrade the Optical     
Cabling on the Campus of the University + 20 CPUs for       
2007 and 200 for  2008
LHCb group have used connectivity with SPAIN. 
Since July 2006 they are connected to EGEE        
( Enabling Grids for E-sciencE ) via  EELA. 

Some Brazilian Projects

-UNESP (S.Paulo) – SPRACE   (T2)  Upgrade recentely
NEW Project:   They got a new financial support to built a GRID 

Multidisciplinary in S. Paulo – A very important e-science
project.

-HEPGRID UERJ (RIO) – Project upgraded recentely
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DDØØ Monte Carlo ProductionMonte Carlo Production

4.51 millions4.51 millions
of Monte Carlo of Monte Carlo 
Events ProducedEvents Produced

1.43 TeraByte 1.43 TeraByte 
of Data Transferredof Data Transferred

Produced MC Events
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SSão Paulo Regional Analysis Centerão Paulo Regional Analysis Center
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New Grid Project in S. Paulo : GridUNESPNew Grid Project in S. Paulo : GridUNESP

High Energy High Energy 
PhysicsPhysics
Lattice QCDLattice QCD
High Tc High Tc 
SuperconductivitySuperconductivity
BioinformaticsBioinformatics
Genomics & Cancer Genomics & Cancer 
StudiesStudies
Protein FoldingProtein Folding
Molecular BiologyMolecular Biology
Geological & Geological & 
Hydrographic Hydrographic 
ModelingModeling
Fluid Dynamics & Fluid Dynamics & 
TurbulenceTurbulence
Numerical Methods Numerical Methods 
in Mechanical in Mechanical 
Engineering. Engineering. 
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Diffractive Production B J/ψ μ+ μ−

1 Million of events in 48 hours (FAMOS) 
(Using only 25% of T2-Hepgrid  or ~5.8 ev./sec)

Diffractive Production of t t

T2-HEPGRID-UERJ– Physics Production

1 Million of events with final State like qq q q q q μ ν
i)  (500 GeV) Higgs Production  (500K events)
ii)  No Higgs Production  (500K events)
running 3 days.

Many other physics submission jobs locally and via OSG.

2 Million of Events in 24 hours using Double Pomeron Exchange 
Monte Carlo generator. i.e., ~23 ev/seg (using FAMOS from CMS)

Higgs Production

Participate of the  sucessful test –DEMO of GGF18 Data Grid 
Interoperability Demonstration
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The Computing Progress in L.A. is not homogeneous.The Computing Progress in L.A. is not homogeneous.
Not enough to open new  opportunities in science in Not enough to open new  opportunities in science in 
general.general.
AMPATH, CLARA, EELA are working with NRENSAMPATH, CLARA, EELA are working with NRENS
of the Region (LA) of the Region (LA) 
We need perhaps to push NRENS to become We need perhaps to push NRENS to become 
the center of the development to avoid the         the center of the development to avoid the         
increasing Digital Divide in the region.increasing Digital Divide in the region.
Brazil represent a good example. The RNP backboneBrazil represent a good example. The RNP backbone
is at 10 Gbps. Working on Metropolitan Networks tois at 10 Gbps. Working on Metropolitan Networks to
extend the Backbone to whole country. extend the Backbone to whole country. 
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• For HEP we already started to produce physics 
with HEPGRID BRASIL. Lots of upgrades.

• Here also will have a significative progress in 
near future.

Thank you for your Invitation !
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EXTRA SLIDES
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France Italy USASpain

10Gbps

HEPGRID
Latin America

T2 For Countries 

HEPGRID Colombia

HEPGRIDChile HEPGRID-MexicoT3 For Institutes 

T4  For Groups
Individual
Machines or 

Small Clusters

HEPGRID
HEPGRID Venezuela

CERN

HEPGRID.Brasil

One T1 for 
Latina 
America

HEPGRID-Peru

HEPGRID Argentina

An extended Model for Latin America



88--11 October 200611 October 2006 Alberto Santoro Alberto Santoro 3636

Declaration of Lisbon, April 2006Declaration of Lisbon, April 2006
13. We acknowledge the 13. We acknowledge the progress made in the interconnection progress made in the interconnection 

among the Latin American (redCLARA) and European (GEANT) among the Latin American (redCLARA) and European (GEANT) 
networks, which provides a solid basis for scientific binetworks, which provides a solid basis for scientific bi--regional regional 
cooperationcooperation, contributing to achieve the objectives adopted at the , contributing to achieve the objectives adopted at the 
World Summit on the Information Society of Tunis. In this regardWorld Summit on the Information Society of Tunis. In this regard, we , we 
want to bring to the attention of the Heads of State and Governmwant to bring to the attention of the Heads of State and Government ent 
the the importance of maintaining the political and financial importance of maintaining the political and financial 
support to initiatives that consolidate the ICT based scientificsupport to initiatives that consolidate the ICT based scientific
collaboration space, such as redCLARA and its interconnection collaboration space, such as redCLARA and its interconnection 
with GEANTwith GEANT, to guarantee its continued operation and bring an , to guarantee its continued operation and bring an 
extension to the Caribbean region. We express our extension to the Caribbean region. We express our support to the support to the 
strengthening of EUstrengthening of EU--LAC research & development cooperation, LAC research & development cooperation, 
notably in the context of Seventh EU Framework Programme notably in the context of Seventh EU Framework Programme 
for research, which will for research, which will cover the period 2007cover the period 2007--2013, based on 2013, based on 
common prioritiescommon priorities jointly identified and building on the jointly identified and building on the 
potential extension of the interconnection between redCLARA potential extension of the interconnection between redCLARA 
and GEANTand GEANT;;
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Declaration of Vienna, May Declaration of Vienna, May 
20062006

51. 51. We recognise the role of Information and Communication We recognise the role of Information and Communication 
Technologies to support social cohesion, regional integration Technologies to support social cohesion, regional integration 
and the competitiveness of our economies. We attach great and the competitiveness of our economies. We attach great 
importance to working together towards their further importance to working together towards their further 
development in our regions, and towards the promotion of development in our regions, and towards the promotion of 
universal, equitable and affordable access to ICTs, notably universal, equitable and affordable access to ICTs, notably 
through comprehensive strategies addressing the new through comprehensive strategies addressing the new 
challenges and opportunities of technological convergence.challenges and opportunities of technological convergence.

We welcome the outcome and the declaration adopted We welcome the outcome and the declaration adopted 
at the IV EUat the IV EU--LAC Ministerial Information Society Forum LAC Ministerial Information Society Forum 
"An alliance for social cohesion through digital "An alliance for social cohesion through digital 
inclusion" held in Lisbon in April 2006. We acknowledge inclusion" held in Lisbon in April 2006. We acknowledge 
the encouraging achievements of the onthe encouraging achievements of the on--going bigoing bi--
regional activities in this field and consider that it is regional activities in this field and consider that it is 
important to maintain the political and financial support important to maintain the political and financial support 
to initiatives that consolidate the ICTto initiatives that consolidate the ICT--based scientific based scientific 
collaboration space.collaboration space.
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How to organize these data
GRIDGRID

Our Motivation

We have Brazilian Physicists Collaborating with 
all these Detectors.

T2 – HEPGRID BRAZIL
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Let me follow the information I received from Dr. Michael Stanton –Inovation 
Director from RNP, about RNP-Projects
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Jobs’ Statistics on T2-HEPGRID UERJ -2006
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T2-Hepgrid cluster utilization 
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GGF18 Data Grid GGF18 Data Grid 
Interoperability DemonstrationInteroperability Demonstration

Goal: demonstrate Goal: demonstrate uniform accessuniform access, replication of data , replication of data 
collections and associated metadata between multiple collections and associated metadata between multiple 
federated data gridsfederated data grids

Technology advances Technology advances informationinformation--driven collaborativedriven collaborative
infrastructuresinfrastructures, , 

supportingsupporting ee--ScienceScience and other large distributed interactionsand other large distributed interactions
Coordinator Coordinator –– San Diego Supercomputer Center (SDSC)San Diego Supercomputer Center (SDSC)

Reagan Moore (Reagan Moore (moore@sdsc.edumoore@sdsc.edu))
Federation of data grids based on the SDSC Storage Resource Federation of data grids based on the SDSC Storage Resource 
Broker (SRB) middlewareBroker (SRB) middleware
19 participant institutions, 12 countries involved19 participant institutions, 12 countries involved
Replication demo focused on Brazilian data infrastructuresReplication demo focused on Brazilian data infrastructures

UERJ T2 UERJ T2 HEPGridHEPGrid and RNP/USPand RNP/USP
Presented at Global Grid Forum 18Presented at Global Grid Forum 18thth –– 1111--14 September, 200614 September, 2006
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Brazilian Connectivity provided by:Brazilian Connectivity provided by:
RedeRede GIGA GIGA –– Advanced Optical Experimental Network in BrazilAdvanced Optical Experimental Network in Brazil
RNP RNP –– Brazilian National Education and Research NetworkBrazilian National Education and Research Network
CLARA CLARA –– Latin American Cooperation of Advanced Networks Latin American Cooperation of Advanced Networks 
WHRENWHREN--LILA LILA –– Western Hemisphere Research & Education Western Hemisphere Research & Education 
Networks Networks –– Links Interconnecting Latin AmericaLinks Interconnecting Latin America

Data Collections used in the federated data gridData Collections used in the federated data grid
T2 T2 HEPGridHEPGrid BrasilBrasil

High energy physics collectionHigh energy physics collection
NOAO NOAO –– National Optical Astronomy Observatory National Optical Astronomy Observatory 

Astronomy image collectionAstronomy image collection
NARA NARA ––

Historical records collectionHistorical records collection

GGF18 Data Grid GGF18 Data Grid 
Interoperability DemonstrationInteroperability Demonstration
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Participants Participants 
19 Data Grids19 Data Grids

APAC APAC –– Australia:  Australia:  Stephen McMahon Stephen McMahon stephen.mcmahon@anu.edu.austephen.mcmahon@anu.edu.au
ASGC ASGC –– Taiwan: Taiwan: Eric Yen, Eric Yen, WeiWei--Long Long UengUeng wlueng@twgrid.orgwlueng@twgrid.org
ChinaGridChinaGrid –– China: China: Li Li QiQi quick.qi@gmail.comquick.qi@gmail.com
DEISADEISA--Italy: Italy: Giuseppe Giuseppe FimeniFimeni g.fiameni@cineca.itg.fiameni@cineca.it
IBIB--New Zealand: New Zealand: Daniel HanlonDaniel Hanlon d.j.hanlon@dl.ac.ukd.j.hanlon@dl.ac.uk
IBIB--UK:UK: Daniel Hanlon Daniel Hanlon d.j.hanlon@dl.ac.ukd.j.hanlon@dl.ac.uk
IN2P3IN2P3--France:France: JeanJean--Yves Yves NiefNief nief@cc.in2p3.frnief@cc.in2p3.fr
KEKKEK-- Japan: Japan: Yoshimi Iida Yoshimi Iida yoshimi.iida@kek.jpyoshimi.iida@kek.jp
LCDRGLCDRG--US:US: ChienChien--Yi Yi HouHou chienyi@sdsc.educhienyi@sdsc.edu
NCHC NCHC –– Taiwan:Taiwan: HsuHsu--MeiMei Chou Chou hmchou@nchc.org.twhmchou@nchc.org.tw
NOAO NOAO –– Chile/US:Chile/US: Irene Irene BargBarg ibarg@noao.eduibarg@noao.edu
Purdue Purdue -- US:US: LanLan ZhaoZhao lanzhao@purdue.edulanzhao@purdue.edu
RAL RAL –– UK: UK: AdilAdil HasanHasan a.hasan@rl.ac.uka.hasan@rl.ac.uk
RNP RNP -- Brazil:Brazil: Marcio Marcio FaermanFaerman marcio@rnp.brmarcio@rnp.br
SARA SARA –– Netherlands: Netherlands: Bart Bart HeupersHeupers bart@sara.nlbart@sara.nl
TeraGridTeraGrid –– US: US: SheauSheau--Yen Chen Yen Chen sheaucsheauc@sdsc.edu@sdsc.edu
U. Maryland U. Maryland -- US:US: Mike Mike SmorulSmorul toaster@umiacs.umd.edutoaster@umiacs.umd.edu
T2 T2 HEPGridHEPGrid -- Brazil:Brazil: Alberto SantoroAlberto Santoro Alberto.Santoro@cern.chAlberto.Santoro@cern.ch
WUNGridWUNGrid –– UK:UK: SheauSheau--Yen Chen Yen Chen sheauc@sdsc.edusheauc@sdsc.edu
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Extending optical networks to the Extending optical networks to the 
Research & Education (R&E) communityResearch & Education (R&E) community

IPÊ multiIPÊ multi--Gbps backbone networkGbps backbone network
ipê: (a word in Tupi pronounced ipê: (a word in Tupi pronounced ““eeee--paypay””) is ) is 
BrazilBrazil’’s national flower (s national flower (Tabebuia chrysotrichaTabebuia chrysotricha))
ii--pê: IP (Internet Protocol) in Portuguesepê: IP (Internet Protocol) in Portuguese
IPE: InovaIPE: Inovaçção, Pesquisa, Educaão, Pesquisa, Educaçção ão 
(Innovation, Research, Education)(Innovation, Research, Education)

Redecomep: communityRedecomep: community--based based 
optical metropolitan networksoptical metropolitan networks

for shared local Gbps access to IPÊ PoPsfor shared local Gbps access to IPÊ PoPs
yellow ipê in 
blossom

•• Experience with the testbed network ( Project GIGA),     Experience with the testbed network ( Project GIGA),     
RNP built a multiRNP built a multi--Gbps network for the national R&E         Gbps network for the national R&E         
communitycommunity

This has two main components:This has two main components:

Michael Stanton 
(michael@rnp.br)    
www.rnp.br

IPÊ Tree


