UNIVERSITYOF
BIRMINGHAM

Gridsin the UK

Peter Watkins
Head of Particle Physics
University of Birmingham, UK
p.m.watkins@bham.ac.uk



Outline

Brief Overview

GridPP

National Grid Service (NGS)
Summary

Acknowledgements - Colleagues in GRIDPP and NGS

Including Stephen Burke, Y ves Coppens, Tony Doyle,
Neil Geddes and Steve Lloyd



UK e-Science Budget
Total: £213M 001-2006)

MRC (£21.1M)
10%

BBSRC (£18M)
8%

NERC (£15M)
7%

EPSRC (£77.7M)
37%

PPARC (£57.6M)
27%

CLRC (£10M)
5%

ESRC (£13.6M)
6%

Source: Science Budget 2003/4 — 2005/6, DTI(OST)
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e Grid for UK Particle Physics

e Two phases, 2001-2004-2007
- Proposal for phase 3 to 2011

e 20 sites, 4354 CPUs, 298 Tb of storage
e Part of EGEE and LCG
- Working towards interoperability with NGS
e Currently supports 33 VOs, including some non-PP

e For LCG, sites are grouped into four “virtual” Tier 2s

- Plus RAL as Tier 1

- Grouping is largely administrative, the Grid sites remain separate
e Runs UK-Ireland ROC (with NGS)

e Grid Operations Centre (GOC) @ RAL (with NGS)
- Configuration, monitoring and accounting

e OQOperations and User Support shifts (working hours only)
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GridPP Middleware
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| nter national
Context

CGEE

EU Enab“ng Grids for e-Science Enabling Grids for E-sciencE
(EGEE) 2004-2008
Grid Deployment Project for al
disciplines
. National .
NGS i e
ervice
| EGEE B
UK National Grid Service
UK’s core-production LHC Computing Grid (LCG)
computational and data Grid Deployment Project for LHC
Grid

NORDUGRID [

Grid Solutian For Wide Area Open Science Grid
LEmariimg and Jeia Haraing

NorduGrid (Scandinavia) -
Grid Research and Development collaboration Open Science Grid (USA)

Science applications from HEP
to biochemistry



TheLCG Grid
Status

Grid Monitor

Grid-P

UK Computing for Particis Pysics)
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What GridPP Has Done So

eAnalysed 300,000 possible drug Far

components in the fight against the
Avian Flu virus

eSimulated 46 million molecules for
medical research in 5 weeks, which
would have taken over 80 years on a
single PC

eReached transfer speeds of 1 Gigabyte per second in high
speed networking tests from CERN - a DVD every 5 seconds

Simulated 500 million particle physics collisions with the
BaBar experiment

e Transformed the way particle physics computing problems
are approached



“UK contributesto EGEE's battle
with malaria”’
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£ UK Computing for Particle Physics

Offline farm Tler .
Where data comes from
/!

Online system Tier 1 RAL,UK  USA Germany Italy France
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UK Tier-2 Centres«:

Grid

UK Computing for Particle Physics

ScotGrid
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NorthGrid
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| essons learnt

e “Good enoUgh” IS not godd'ehough '
- Grids are good at magnifying problems, so must try to fix everything

e EXxceptions are the norm

- 15,000 nodes * MTBF of 5 years = 8 failures a day
e Also 15,000 ways to be misconfigured!

- Something somewhere will always be broken
e But middleware developers tend to assume that everything will work

- It needs a lot of manpower to keep a big system going

e Bad error reporting can cost a lot of time
- And reduce people’s confidence

e Very few people understand how the whole system works
- Or even a large subset of it
- Easy to do things which look reasonable but have a bad side-effect

e Communication between sites and users is an n*m problem
- Need to collapse to n+m
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summary

e LHC turns on in 1 year - we must focus on delivering a high QOS

e Grid middleware is still immature, developing rapidly and in many cases a
fair way from production quality

= Experience is that new middleware developments take ~ 2 years to reach the
production system, so LHC will start with what we have now

= The underlying failure rate is high - this will always be true with so many
components, so middleware and operational procedures must allow for it

= We need procedures which can manage the underlying problems, and present
users with a system which appears to work smoothly at all times

- Considerable progress has been made, but there is more to do

e GridPP is running a major part of the EGEE/LCG Grid, which is now a very
large system operated as a high-quality service, 24*7*365

e We are living in interesting times!
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UK Core e-Science programme -




Goals for NGS

Provide coherent electronic access for UK researchers
to all resources and facilities that they require to carry
out their researeh.

— independent oflocation ofresource or researcher.

— Common/standard Interfaces

— Common/standard procedures

Services support the interface and applications use;it

Goal can not be achieved by NGS alone

— NGS will collalborate with
» Resourcesand Resource providers
» Users

— Researcher identity and authorisation will be established through
standard institutional mechanisms,

— Close integration with international partner infrastructures



-4 Rutherford Appleton Laboratory

NGS Overview: NGS
User view

 Resources
— 4 Core clusters
— UK’s National HPC services
— A range of partner contributions
 clusters, shared mem. portals, data ...
e Partners and affiliates
« Access
— Support UK academic researchers
— All partners support common user base + whoever they want
— Free at the point of use
— Light weight peer review for limited “free” resources
« Partners can provide larger commitments as required

e Central help desk
— www.grid-support.ac.uk

Neil Geddes
CCLRC e-Science
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Grid Deployment Phases
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Grid
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NGS partnership programme

Goals:

* Increase the range and depth.of services and
resources that NGS can offer to its users

* Dby enlisting partners

e Provide leadership and guidance to sites wanting to put
their resources “on the Grid”

by definingINGS compatibility and certifying compliant sites

« Two levels of partnership
« An NGS Affiliate is a site certified to be NGS-compatible.

— An NGS Partner is a site that offers significant resources or
services to NGS users.



went NGS & Partners Today
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& CCLRG NGS Use
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Applications: 1
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Applications; 2
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Applications. 3

Other Applications:

*nhano-particles

‘protein folding

-ab-initio protein structure
prediction

-radiation transport (radiotherapy)
IXT (medical imaging)
-Biological membranes
‘Micromagnetics
*Archeology

* Text mining

Lattice QCD (analysis)
-Astronomy (VO services)

Many, but not all, applications
cover traditional computational
sciences

— Both user and pre-installed
software

Severa datafocused activites

Common features are

— Distributed data and/or
collaborators

Not just pre-existing large
collaborations
— Explicitly encourage new users

— Common
infrastructure/interfaces



W,

& CCLRC Issues & Challenges GOSC

 What generic infrastructure/services exist ?
— Moving tools form project -> infrastructure
« Difference community views of what is critical
e Authorisation
« User/VO management across shared infrastructures
« Bringing infrastructures together
— Now

« Common NGS/GridPP/EGEE helpdesk, security,
authentication

e Overlapping local teams
 Working on VO management and brokering
— Future

* Depends on standardisation + commitment from projects
« Shibboleth

Neil Geddes
CCLRC e-Science



UK e-Infrastructure
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NGS Summary

e National Grid Service has now been
operational for 18 months

— Funded through to 2009 and recognised as
strategically important
e Focused on Services not Technology

 Ultimate success will be determined by how
many resource and users support the
Interfaces



Conclusions

Major UK Investment in Grid Technology
Many successes but key tests still to come - LHC

Success in broadening the user and application base
but more work needed

Work ongoing to bring the GridPP and NGS efforts
closer together



