
V.A. Ilyin, ICFA DDW’06, Cracow, 11 October 2006

Networking and Grid in Russia

V.A. Ilyin

DDW’06, Cracow
11 October 2006



V.A. Ilyin, ICFA DDW’06, Cracow, 11 October 2006

International Connectivity

International connectivity for Russian science is based today on

• 2.5 Gigabit/s   Moscow - St-Perersburg - Stockholm. 

• GEANT2 PoP in Moscow, 622 Mbps link.

• GLORIAD

Moscow Gigabit Network Access Point (G-NAP) for R&E networks 
has been put into operation in the middle of 2005 where all 
these links are present.

Plans – to have 2.5-10 Gbps in 2007 for connectivity with GEANT2, 
AMS-IX and CERN by two independent links. 

Russia LHC users are major customers for these links.
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Moscow                      1 Gbps (ITEP, RRC KI, SINP MSU, …LPI, MEPhI) 
plans to go to 10 Gbps in 2007

IHEP (Protvino)        100 Mbps fiber-optic (to have 1 Gbps to 2007)
JINR (Dubna)                 1 Gbps f/o (from December 2005)

plans to go to 10 Gbps in mid 2007

BINP  (Novosibirsk)       45-100 Mbps (GLORIAD++)

INR RAS (Troitsk)          10 Mbps commodity Internet,  
new f/o project to start

PNPI (Gatchina)             2 Mbps commodity Internet,   new f/o link to St-
Peterburg 1 Gbps is under testing

SPbSU (S-Peterburg) 1 Gbps (potentially is available now, but last mile …) 

REGIONAL CONNECTIVITY

Our pragmatic goal to get in 2007:  
all RuTier2 sites to have at least 100 Mbps f/o
dedicated for network provision of RDIG users, 
1 Gbps dedicated connectivity between basic RDIG  
sites and 1 Gbps connectivity to EGEE via GEANT2/GLORIAD.

Dedicated – means to have reliable level for FTS flows
20-30-50 Mbyte/s for Gbps links
few Mbyte/s for 100 Mbps links!



V.A. Ilyin, ICFA DDW’06, Cracow, 11 October 2006

GLORIAD: 10 Gbps Optical Ring 
Around the Globe by 2007

GLORIAD Circuits
10 Gbps Korea (Busan)-Hong 
Kong-Daejon-Seattle
10 Gbps Seattle-Chicago-NYC 
(CANARIE contribution to   

GLORIAD)
2.5 Gbps Moscow-AMS
2.5 Gbps Beijing-Hong Kong
622 Mbps Moscow-AMS-NYC
155 Mbps Beijing-Khabarovsk-
Moscow
1 GbE NYC-Chicago (CANARIE)

China, Russia, Korea, China, Russia, Korea, 
Japan, US, Netherlands Japan, US, Netherlands 

PartnershipPartnershipUS: NSF IRNC ProgramUS: NSF IRNC Program
G. Cole
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Backbone links for Russia NREN - 155 Mbps or less

Main problem – monopoly in telecom internal market in Russia.

Examples:  
• the cost for connectivity Ekaterinburg-NY is twice cheaper 
than for Ekaterinburg-Moscow of the same b/w;

• cost for 120 km link 1Gbps Dubna-Moscow in 2006 is 5 times 
larger than for the same link in Slovakia in 2004.

We recognize another serious problem: 
officials do not understand that QoS costs much…
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11 April 2006:  

The Working Group on Networking and Distributed 
Computing (WG-NetG) has been created by Federal Agency 
for Science and Innovations.

Main task – coordination of the development toward the creation 
of national e-infrastructure for science and education in Russia, 
including new generation of network and grid (NGI), with 
integration in world-wide e-structures (in particular, 
participation in EGI discussions).

Also – recommendations on the budget proposals in the 
networking and grid fields.



V.A. Ilyin, ICFA DDW’06, Cracow, 11 October 2006

From ~2000 dominating factor for R&E 
networking and grid development in Russia 
is LHC

…

in nearest future (most probably) this 
dominating role will move to ITER.
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LHC Computing Grid (LCG) – start in Sept 2003 
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Russia Tier2 facilities in World-wide LHC Computing Grid:

cluster of institutional computing centers; 

major centers (now six ones) are of Tier2 level (RRC KI, JINR, IHEP, 
ITEP, PNPI, SINP MSU), other are (will be) Tier3s. 
this mapping could be changed depending of the developing 

efforts of institutes; 

each of the T2-sites operates for all four experiments - ALICE, ATLAS, 
CMS and LHCb.
this model assumes partition/sharing of the facilities 

(DISK/Tape and CPU) between experiments. This approach has 
to be developed to get workable production level.

basic functions determined the main data flows: 
analysis of real data;   MC generation;   users data support

plus analysis of some portion of RAW/ESD data for tuning/developing  
reconstruction algorithms and corresponding programming.

!
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Thus:

Real AOD – full sets for four experiments (all passes)  RuTier2 ⇐
(plus local AOD sets)

Real (RAW)/ESD  ~10%                                            RuTier2 ⇐

Sim RAW/ESD/AOD  generated in Russia ⇒ Tier1  
while other Sim data necessary for channels to analyze in Russia        RuTier2 ⇐

For RuTier2 it assumes approximately equal partitioning of the 
storage:

Real AOD   ~   Real RAW/ESD   ~   SimData

Note, that
main T1 services to be supported for T2s are
- access (or distribution point for the access) to real AOD sets
- storage and serving of RuTier2 MC data



V.A. Ilyin, ICFA DDW’06, Cracow, 11 October 2006

• as a result of regular T1-T2 planning procedure
ALICE  - FZK  (Karlsruhe) is agreed to serve as a canonical T1 center  

for Russia T2 sites
ATLAS - SARA (Amsterdam) is agreed to serve as a canonical T1 center

for Russia T2 sites
LHCb CERN facilities will serve as a canonical T1 center for Russia T2 sites

T1s for RuTier2:

• in May 2006 FZK has got a decision that FZK CMS T1 will not serve Russia because of 
German CMS T2s are too much already for FZK CMS T1.
In this urgent situation the common solution has been found by RDMS, CMS and LCG 

management:   

CERN agreed to act as a CMS T1 centre for the purposes of  receiving  Monte Carlo 
data from Russian and Ukrainian T2 centres. CERN will also act as the distribution  point 
for access to  CMS general AOD and RECO data. 

Moreover, CERN will act as a special-purpose T1 centre for CMS, taking a  share of the 
general distribution of AOD and RECO data as required. In particular, CMS intends to use 
the second copy of AOD  and RECO at CERN to improve the flexibility and robustness of 
the  computing system, and not  as a general-purpose T1. 
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WLCG MoU

Some T1s
(improved figures)

RuTier2 Cluster

2006 
corrections 
due to the 
budget 
reduction:

2000
300

no
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EGEE:
> 180 sites, 40 countries
> 24000 CPUs,
~ 5 PB data

country sites country sites country sites 
Austria 2 India 2 Russia 12 
Belgium 3 Ireland 15  Serbia 1 
Bulgaria 4 Israel 3 Singapore 1 
Canada 7 Italy 25 Slovakia 4 
China 3 Japan 1 Slovenia 1 
Croatia 1 Korea 1 Spain 13 
Cyprus 1 Netherlands 3 Sweden 4 
Czech Republic 2 Macedonia 1 Switzerland 1 

   Denmark        1 Pakistan 2 Taipei 4 
   France        8 Poland 5 Turkey 1 

Germany 10 Portugal 1 UK 22 
Greece 6 Puerto Rico 1 USA 4 
Hungary 1 Romania 1 CERN 1 
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Tier-2s

~100 Identified           – Number still growing

J. Knobloch

The Proliferation of Tier2s
LHC Computing will be

More Dynamic & Network-Oriented
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ATLAS:  statistics for production jobs (Dashboard), few recent month

Production mode of the grid usage:

millions jobs 
by few users
on hundreds sites

unique advantage

Jobs per user Jobs per site
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CMS:  statistics for analysis jobs – last few months (ASAP Dashboard

Still not chaotic usage of 
the grid …

T2 level is not working yet!

Jobs per user Jobs per user

Physicists are sleeping …
Please wake up! Data will 
come soon …
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RuTier2 in the World-Wide Grid

RuTier2 Computing Facilities are operated by 
Russian Data-Intensive Grid (RDIG)  

We are creating RDIG infrastructure as Russian segment of the European grid 
infrastructure EGEE                 http://www.egee-rdig.ru

• RuTier2 sites (institutes) are   RDIG-EGEE Resource Centers

• Basic grid services (including VO management, RB/WLM etc) are 
provided by SINP MSU, RRC KI and JINR

• Operational functions are provided by IHEP, ITEP, PNPI and JINR

• Regional Certificate Authority and security are supported by RRC KI

• User support (Call Center, link to GGUS in FZK) - ITEP
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25 June 2006, ~ 18:00
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RDIG Resource Broker monitoring
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ALICE Resources statistics
• Resources contribution (normalized Si2K units): 

50% from T1s, 50% from T2s
– The role of the T2 remains very high!
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ATLAS

Per year ~40-50 Tbyte
… before LHC start …
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Statistics on CMS Statistics on CMS PhedexPhedex SC4 Data Transfers SC4 Data Transfers 
((23.05.2006 23.05.2006 -- 30.06.2006)30.06.2006)

ITEP

JINR

SINP

3.8 TB have 
been transferred
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CMS Magnet Test and Cosmic Challenge 2006CMS Magnet Test and Cosmic Challenge 2006

Concentrate on core SW functionality required for raw data storage, quality 
monitoring and further processing (a must for all three sub-systems @ MTCC):

RAW Data

Data Bases Event Data File

The magnet test going on now in CERN (April-July) is a milestone in the CMS 
construction. It completes the commissioning of the magnet system (coil & yoke) 
before its eventual lowering into the cavern. The MTCC06 have 4 components: 
Installation validation, Magnet Commissioning, Cosmic Challenge, Field Mapping

The cosmic challenge including DAQ and Network tests on cosmic data (850 GB/day)
• Build an intelligible event from several subdetectors
• Validate hardware chain 
• Validate integration of subdetectors into DAQ framework, Run Control, DCS
• Use of databases and network scaled down from final architectures
• Testing Offline Condition Service and Online-to-Offline(O2O) Transfer

The possibility  to transfer data from DAQ to RuTier-2 will be tested 
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Plans for CSA06Plans for CSA06
((ComputingComputing andand SoftwareSoftware AnalysisAnalysis ChallengeChallenge))

RDMS sites are  planning to participate in 
CSA06 starting on 1 October and running 
until 15 November

The RDMS resources which will be provided 
for CSA06 are now under determination
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History of LHCb DCs in Russia

2002 130K events,  1% contribution

2003 1.3M events,  3% contribution

2004 9.0M events,  5% contribution ☻
2005 5.0M events,  3% contribution

2006 3.5M events,  2% contribution

Since 2004 we have not increased our resources
Expecting considerable improvements in a few months...


