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ECAL x-data
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Maximum 3.2 with our old normalization factor of 1/150. 
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New nonlinear normalization
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• I setup a hyper-parameter scan over width, depth, and the 
ECAL and HCAL normalization types, trying the 

• 1/150 past default

• 1/480 (1/3.2 * past default)

• “nonlinear” function suggested by Amir below:

X 0 = tanh(sign(X) ln(abs(X) + 1)/2)
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Scan results
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…

The best models tend to use the “nonlinear” normalization.

≈.996 ≈.95 ≈.999 ≈.96
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Thoughts

• Using a nonlinear normalization function should be 
equivalent to using a particular nonlinear activation 
function at the first layer.

• So maybe one would want to use the linear 1/max 
normalization and push the nonlinearities to the activation, 
but maybe this is a nice combination in the end.

• In CaloDNN/Models.py, the Fully3DImageClassification 
model we are using uses relu normalization for every layer 
except the last, where it uses softmax.
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