
SEAN BENSON, ON BEHALF OF THE LHCB  
COLLABORATION 
TAU - 2018, AMSTERDAM

LFNU @ LHCb



LFNU - Introduction

�2S. Benson - LFNU - TAU

Lepton flavour non-universality: 
Couplings between the gauge bosons and 
the leptons are independent of the lepton generation

LFU is an accidental symmetry of SM that is only 
broken by the Yukawa term in the SM Lagrangian   

=> BR can only differ due to the masses of leptons  

Some Beyond-SM theories predict a non-universal 
coupling between the three quark and lepton families, 
e.g. Z’ , leptoquark  
Testing the LFU hypothesis is fundamental 

=>A violation of LFU would be a clear sign of New 
Physics (NP)

4 CP Violation and the Phenomenology of B0
s mesons

Figure 1.1.: Current understanding of the fundamental constituents of matter. In each box,
the approximate mass in MeV/c2 is given, along with the electric charge and
spin of the di↵erent particle types.

1.1.1. Electroweak Interaction

The electromagnetic and weak interactions may be unified to a single force at high

enough energies, known as the electroweak interaction. The Lagrangian describing the

electroweak interaction consists of terms satisfying the SU(2)L ⌦ U(1)Y gauge symmetry

and is given by
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where a sum over i is over the non-Abelian gauge fields of the SU(2)L group, the
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LU tests with b decays 19

Tree

K(*)

R(D(*)) R(K(*))
τ versus μ,e ratios μμ versus ee ratios

Loop
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Lepton Flavour Universality tests with B decays

In the SM : 

W+

ℓ-

νℓ

ℓ=e, μ or τ

Z0

ℓ+

ℓ-

… à R(D*) and R(K)

R(D*)= "→$∗	'	(
"→$∗	)	( R(K)= "→*))

"→*++
R=1 (at 10-3 ) in the SMR(D*)=0.252 +- 0.003

Phys.Rev.D85(2012) 094025

ℓ+

νℓ
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• Well predicted as hadronic uncertainties cancel

• Not unity in the SM due to different lepton mass

Reconstructed using !→μνν: similar final state between the two channels.

Semileptonic decays: R(D*)

Challenges at LHCb:
- Missing neutrinos.
- Large backgrounds from part-reco B decays:  B→D**μν, B→(D→Xμ)D*X

[PRD85 (2012) 094025] 

[PRL 115 (2015) 111803]  
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Lepton Flavour Universality tests with B decays

In the SM : 

W+
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νℓ

ℓ=e, μ or τ

Z0

ℓ+

ℓ-

… à R(D*) and R(K)

R(D*)= "→$∗	'	(
"→$∗	)	( R(K)= "→*))

"→*++
R=1 (at 10-3 ) in the SMR(D*)=0.252 +- 0.003

Phys.Rev.D85(2012) 094025

ℓ+

νℓ

[ Eur.Phys.J. C76 (2016) no.8, 440 ] 

the focus of this talk

J. High Energ. Phys. (2017) 2017: 60. 

R(D*) = 0.258±0.005 R(K) ~ 1  σ(10-2) in SM
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is assessed by incorporating a resolution e↵ect that takes into account the di↵erence between
the mass shape in simulated events for B+

! J/ (! e
+
e
�)K+ and B

+
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contributes a relative systematic uncertainty of 3% to the value of RK .
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�)K+ decays is the product of the e�ciency to reconstruct the final state particles.

This includes the geometric acceptance of the detector, the trigger and the selection e�ciencies.
Each of these e�ciencies is determined from simulation and is corrected for known di↵erences
relative to data. The use of the double ratio of decay modes ensures that most of the possible
sources of systematic uncertainty cancel when determining RK . Residual e↵ects from the trigger
and the particle identification that do not cancel in the ratio arise due to di↵erent final-state
particle kinematic distributions in the resonant and non resonant dilepton mass region.

The dependence of the particle identification on the kinematic distributions contributes a
systematic uncertainty of 0.2% to the value of RK . The e�ciency associated with the hardware
trigger on B
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� decays depends strongly on the kinematic

properties of the final state particles and does not entirely cancel in the calculation of RK , due
to di↵erent electron and muon trigger thresholds. The e�ciency associated with the hardware
trigger is determined using simulation and is cross-checked using B
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B
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+
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systematic uncertainty on RK . The veto to remove misidentification of kaons as electrons contains
a similar dependence on the chosen binning scheme and a systematic uncertainty of 0.6% on RK is
assigned to account for this.

Overall, the e�ciency to reconstruct, select and identify an electron is around 50% lower than
the e�ciency for a muon. The total e�ciency in the range 1 < q
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mined separately for each type of hardware trigger and then combined with the ratio of e�ciency-
corrected yields for the muon decays. RK is measured to have a value of 0.72+0.09

�0.08 (stat)±0.04 (syst),
1.84+1.15

�0.82 (stat)± 0.04 (syst) and 0.61+0.17
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assumed to be uncorrelated and are added in quadrature. Combining these three independent
measurements of RK and taking into account correlated uncertainties from the muon yields and
e�ciencies, gives
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Phys. Rev. Lett. 113, 151601 (2014)Table 5: Measured RK⇤0 ratios in the two q2 regions. The first uncertainties are statistical and
the second are systematic. About 50% of the systematic uncertainty is correlated between the
two q2 bins. The 95.4% and 99.7% confidence level (CL) intervals include both the statistical
and systematic uncertainties.
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Figure 10: (left) Comparison of the LHCb RK⇤0 measurements with the SM theoretical predic-
tions: BIP [26] CDHMV [27–29], EOS [30, 31], flav.io [32–34] and JC [35]. The predictions are
displaced horizontally for presentation. (right) Comparison of the LHCb RK⇤0 measurements
with previous experimental results from the B factories [4, 5]. In the case of the B factories the
specific vetoes for charmonium resonances are not represented.

of 3 fb�1 of pp collisions, recorded by the LHCb experiment during 2011 and 2012, are
used. The RK⇤0 ratio is measured in two regions of the dilepton invariant mass squared
to be

RK⇤0 =

(
0.66 + 0.11

� 0.07 (stat) ± 0.03 (syst) for 0.045 < q
2

< 1.1 GeV2
/c

4
,

0.69 + 0.11
� 0.07 (stat) ± 0.05 (syst) for 1.1 < q

2
< 6.0 GeV2

/c
4
.

The corresponding 95.4% confidence level intervals are [0.52, 0.89] and [0.53, 0.94]. The
results, which represent the most precise measurements of RK⇤0 to date, are compatible
with the SM expectations [26–35] at 2.1–2.3 standard deviations for the low-q2 region
and 2.4–2.5 standard deviations for the central-q2 region, depending on the theoretical
prediction used.

Model-independent fits to the ensemble of FCNC data that allow for NP contribu-
tions [27–35] lead to predictions for RK⇤0 in the central-q2 region that are similar to the
value observed; smaller deviations are expected at low-q2. The larger data set currently
being accumulated by the LHCb collaboration will allow for more precise tests of these
predictions.
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See also the talk of 
Maarten van Veghel 

on LFV

http://dx.doi.org/10.1103/PhysRevLett.113.151601
http://dx.doi.org/10.1007/JHEP08(2017)055
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Tension with SM in R(D) vs R(D∗) ∼ 4 σ → new physics at tree-level?
R(D(*))in SM and beyond
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⌧ reconstruction : ⌧+ ! ⇡+⇡�⇡+⌫⌧(⇡
0) (13.9%)

K (D⇤
) =

B(B ! D⇤⌧⌫⌧ )

B(B ! D⇤⇡+⇡�⇡+
)

Require external input to turn

K (D⇤
) into R(D⇤

).

Reconstructable ⌧ decay vertex !
background reduction!

Estimate B kinematics (backup).

BEACH 2018 Lepton universality 19 June 2018 6 / 14

μ-channel

hadronic channel

⌧ reconstruction : ⌧+ ! µ+⌫⌧⌫µ (17.4%)

Variable Definition µ ⌧

m2

miss (pB � pvis)
2

peaks at 0 > 0

q2 (pB � pD⇤)
2

0MeV < q2 < 3270MeV m⌧ < q2 < 3270MeV
E⇤
µ Eµ in B frame hard soft

BEACH 2018 Lepton universality 19 June 2018 3 / 14



Muonic R(D*) method
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Muonic R(D⇤) method
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0.6LHCb Simulation

3D template fit.

µ mis-ID and combinatorial taken
from data.
All other templates from
simulation with systematic
variations.

Major backgrounds:

B ! D⇤⇤µ⌫
B ! D⇤+Xc , Xc ! Xµ⌫
Reduce with charged isolation.

BEACH 2018 Lepton universality 19 June 2018 4 / 14

PRL 115, 111803 (2015)

3D fit using templates 
 - μ mis-ID and combinatorial taken from data 
 - simulation used for other contributions 

Largest backgrounds: 
B → D∗∗μν 
B→D∗+Xc,Xc →Xμν 

- Reduced with charged isolation variable

Phys. Rev. Lett. 115, 111803 (2015)

⌧ reconstruction : ⌧+ ! µ+⌫⌧⌫µ (17.4%)

Variable Definition µ ⌧

m2

miss (pB � pvis)
2

peaks at 0 > 0

q2 (pB � pD⇤)
2

0MeV < q2 < 3270MeV m⌧ < q2 < 3270MeV
E⇤
µ Eµ in B frame hard soft

BEACH 2018 Lepton universality 19 June 2018 3 / 14

The B momentum direction is determined from the unit vector to the B decay vertex
from the associated PV. The component of the B momentum along the beam axis is
approximated using the relation (pB)z = mB

mreco
(preco)z, where mB is the known B mass,

and mreco and preco are the mass and momentum of the system of reconstructed particles.
The rest-frame variables described above are then calculated using the resulting estimated
B four-momentum and the measured four-momenta of the µ

� and D
⇤+. The rest-frame

variables are shown in simulation studies to have su�cient resolution (⇡ 15%–20% full
width at half maximum) to preserve the discriminating features of the original distributions.

Simulated events are used to derive kinematic distributions from signal and B back-
grounds that are used to fit the data. The hadronic transition-matrix elements for
B

0 ! D
⇤+
⌧
�
⌫⌧ and B

0 ! D
⇤+
µ
�
⌫µ decays are described using form factors derived

from heavy quark e↵ective theory [26]. Recent world averages for the corresponding
parameters are taken from Ref. [27]. These values, along with their correlations and
uncertainties, are included as external constraints on the respective fit parameters. The
hadronic matrix elements describing B

0 ! D
⇤+
⌧
�
⌫⌧ decays include a helicity-supressed

component, which is negligible in B
0 ! D

⇤+
µ
�
⌫µ decays [28]. This parameter is not

well-constrained by data; hence, the central value and uncertainty from the sum rule
presented in Ref. [8] are used as a constraint. It is assumed that the kinematic properties
of the B

0 ! D
⇤+
⌧
�
⌫⌧ decay are not modified by any SM extensions.

For the background semileptonic decays B ! (D1(2420), D
⇤
2(2460), D

0
1(2430))µ

�
⌫µ

(collectively referred to as B ! D
⇤⇤(! D

⇤+
⇡)µ�

⌫µ), form factors are taken from Ref. [29].
The slope of the Isgur-Wise function [30, 31] is included as a free parameter in the
fit, with a constraint derived from fitting the D

⇤+
µ
�
⇡
� control sample. This fit also

serves to validate this choice of model for this background. Contributions from B
0
s !

(D0+
s1 (2536), D

⇤+
s2 (2573))µ

�
⌫µ decays use a similar parameterization, keeping only the lowest-

order terms. Semileptonic decays to heavier charmed hadrons decaying as D⇤⇤ ! D
⇤+
⇡⇡

and semitauonic decays B ! (D1(2420), D
⇤
2(2460), D

0
1(2430))⌧

�
⌫⌧ are modeled using the

ISGW2 [32] parameterization. To improve the modeling for the former, a fit is performed to
the D

⇤+
µ
�
⇡
+
⇡
� control sample to generate an empirical correction to the q

2 distribution,
as the resonances that contribute to this final state and their respective form factors are
not known. The contribution of semimuonic decays to excited charm states amounts to
approximately 12% of the normalization mode in the fit to the signal sample.

An important background source is B decays into final states containing two charmed
hadrons, B ! D

⇤+
HcX, followed by semileptonic decay of the charmed hadron Hc !

µ⌫µX. This process occurs at a total rate of 6%–8% relative to the normalization mode.
The template for this process is generated using a simulated event sample of B+ and
B

0 decays, with an appropriate admixture of final states. Corrections to the simulated
template are obtained by fitting the D⇤+

µ
�
K

± control sample. A similar simulated sample
is also used to generate kinematic distributions for final states containing a tertiary muon
from B ! D

⇤+
D

�
s X decays, with D

�
s ! ⌧

�
⌫⌧ and ⌧

� ! µ
�
⌫µ⌫⌧ .

The kinematic distributions of hadrons misidentified as muons are derived based on the
sample of D⇤+

h
± candidates. Control samples of D⇤+ (⇤) decays are used to determine

the probabilities for a ⇡ or K (p) to be misidentified as a muon, and to generate a 3⇥ 3

4

https://doi.org/10.1103/PhysRevLett.115.111803
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Muonic R(D⇤)- results

Run 1, 3 fb
�1
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) = 0.336± 0.027(stat)± 0.030(syst)

2.1� deviation from SM prediction

Major systematics:

Simulation sample size ! reducable

mis-ID sample size ! reducable

B ! D⇤⌧⌫ form-factor ! tricky
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PRL 115, 111803 (2015)

Muonic R(D⇤)- results
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The results of the fit to the signal sample are shown in Fig. 1. Values of the
B

0 ! D
⇤+
µ
�
⌫µ form factor parameters determined by the fit agree with the current

world average values. The fit finds 363 000± 1600 B
0 ! D

⇤+
µ
�
⌫µ decays in the signal

sample and an uncorrected ratio of yields N(B0 ! D
⇤+
⌧
�
⌫⌧ )/N(B0 ! D

⇤+
µ
�
⌫µ) =

(4.54 ± 0.46)⇥10�2. Accounting for the ⌧
� ! µ

�
⌫µ⌫⌧ branching fraction [25] and the

ratio of e�ciencies results in R(D⇤) = 0.336± 0.034, where the uncertainty includes the
statistical uncertainty, the uncertainty due to form factors, and the statistical uncertainty
in the kinematic distributions used in the fit. As the signal yield is large, this uncertainty is
dominated by the determination of various background yields in the fit and their correlations
with the signal, which are as large as �0.68 in the case of B ! D

⇤+
Hc(! µ⌫X

0)X.
Systematic uncertainties on R(D⇤) are summarized in Table 1. The uncertainty

in extracting R(D⇤) from the fit (model uncertainty) is dominated by the statistical
uncertainty of the simulated samples; this contribution is estimated via the reduction in
the fit uncertainty when the sample statistical uncertainty is not considered in the likelihood.
The systematic uncertainty from the kinematic shapes of the background from hadrons
misidentified as muons is taken to be half the di↵erence in R(D⇤) using the two unfolding
methods. Form factor parameters are included in the likelihood as nuisance parameters,
and represent a source of systematic uncertainty. The total uncertainty onR(D⇤) estimated

Table 1: Systematic uncertainties in the extraction of R(D⇤).

Model uncertainties Absolute size (⇥10
�2)

Simulated sample size 2.0
Misidentified µ template shape 1.6
B

0 ! D
⇤+(⌧�/µ�)⌫ form factors 0.6

B ! D
⇤+
Hc(! µ⌫X

0)X shape corrections 0.5
B(B ! D

⇤⇤
⌧
�
⌫⌧ )/B(B ! D

⇤⇤
µ
�
⌫µ) 0.5

B ! D
⇤⇤(! D

⇤
⇡⇡)µ⌫ shape corrections 0.4

Corrections to simulation 0.4
Combinatorial background shape 0.3
B ! D

⇤⇤(! D
⇤+
⇡)µ�

⌫µ form factors 0.3
B ! D

⇤+(Ds ! ⌧⌫)X fraction 0.1
Total model uncertainty 2.8

Normalization uncertainties Absolute size (⇥10
�2

)

Simulated sample size 0.6
Hardware trigger e�ciency 0.6
Particle identification e�ciencies 0.3
Form-factors 0.2
B(⌧� ! µ

�
⌫µ⌫⌧ ) < 0.1

Total normalization uncertainty 0.9

Total systematic uncertainty 3.0

7

largest systematics 

Mis-identified muon template 
uncertainty taken from use of 2 
different unfolding methods on 
control samples. 

=> will be reduced. All major 
uncertainties driven by simulation 
or data control sample sizes.

Phys. Rev. Lett. 115, 111803 (2015)
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⌧ reconstruction : ⌧+ ! ⇡+⇡�⇡+⌫⌧(⇡
0) (13.9%)

K (D⇤
) =

B(B ! D⇤⌧⌫⌧ )

B(B ! D⇤⇡+⇡�⇡+
)

Require external input to turn

K (D⇤
) into R(D⇤

).

Reconstructable ⌧ decay vertex !
background reduction!

Estimate B kinematics (backup).

BEACH 2018 Lepton universality 19 June 2018 6 / 14

Major backgrounds: 
B → D*πππX.  

- removed with a flight distance requirement on the τ 
B → D*Xc(→πππX) 

- distinguished with multivariate discriminator

Phys. Rev. D 97, 072013 (2018)
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Hadronic R(D⇤)- II

Run 1, 3 fb
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. Fit q2, t⌧ , BDT classifier:
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• NB!D⇤3⇡X is the yield of B ! D⇤�3⇡X events where the three pions come from the
B vertex. This value is constrained by using the observed ratio between B0 ! D⇤�3⇡
exclusive and B ! D⇤�3⇡X inclusive decays, corrected for e�ciency.

• NB1B2 is the yield of combinatorial background events where the D⇤� and the
3⇡ system come from di↵erent B decays. Its yield is fixed by using the yield of
wrong-sign events D⇤�⇡�⇡+⇡� in the region m(D⇤�⇡�⇡+⇡�) > 5.1 GeV/c2.

• NnotD⇤ is the combinatorial background yield with a fake D⇤�. Its value is fixed by
using the number of events in the D0 mass sidebands of the D⇤� ! D0⇡� decay.

5.1 Fit results

The results of the three-dimensional fit are shown in Table 6 and Fig. 16. A raw number
of 1336 decays translates into a yield of Nsig = 1296 ± 86 B0 ! D⇤�⌧+⌫⌧ decays, after
a correction of �3% due to a fit bias is applied, as detailed below. Figure 17 shows the
results of the fit in bins of the BDT output. The two most discriminant variables of the
BDT response are the variables min[m(⇡+⇡�)] and m(D⇤�3⇡). Figure 18 shows the fit
results projected onto these variables. A good agreement with data and the post-fit model
is found. The fit �2 is 1.15 per degree of freedom, after taking into account the statistical
fluctuation in the simulation templates, and 1.8 without. Due to the limited size of the
simulation samples used to build the templates (the need to use templates from inclusive
b-hadron decays requires extremely large simulation samples), the existence of empty bins
in the templates introduces potential biases in the determination of the signal yield that
must be taken into account. To study this e↵ect, a method based on the use of kernel
density estimators (KDE) [48] is used. For each simulated sample, a three-dimensional
density function is produced. Each KDE is then transformed in a three-dimensional
template, where bins that were previously empty may now be filled. These new templates
are used to build a smoothed fit model. The fit is repeated with di↵erent signal yield
hypotheses. The results show that a bias is observed for low values of the generated signal
yield that decreases when the generated signal yield increases. For the value found by the
nominal fit, a bias of +40 decays is found, and is used to correct the fit result.

The statistical contribution to the total uncertainty is determined by performing a
second fit where the parameters governing the templates shapes of the double-charmed
decays, fD+

s
, fD⇤+

s0
, fD+

s1
, fD+

s X , f(D+
s X)s

and f v1v2
D0 , are fixed to the values obtained in

the first fit. The quadratic di↵erence between the uncertainties provided by the two
fits is taken as systematic uncertainty due to the knowledge of the B ! D⇤�D+

s X and
B ! D⇤�D0X decay models, and reported in Table 7.

6 Determination of normalization yield

Figure 7 shows the D⇤�3⇡ mass after the selection of the normalization sample. A clear
B0 signal peak is seen. In order to determine the normalization yield, a fit is performed
in the region between 5150 and 5400MeV/c2. The signal component is described by the
sum of a Gaussian function and a Crystal Ball function [49]. An exponential function
is used to describe the background. The result of the fit is shown in Fig. 19. The yield
obtained is 17 808± 143.

23

B->D*Ds(X) control sample used to determine 
necessary fit fractions

Phys. Rev. D 97, 072013 (2018)

17808 candidates found in the control 
sample

https://doi.org/10.1103/PhysRevD.97.072013
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signal-like behavior. The procedure is repeated for data, and the ratio between data and
simulation gives rise to a 2% systematic uncertainty.

The simulation is corrected in order to match the performance of PID criteria measured
in data. Correction factors are applied in bins of momentum, pseudorapidity and global
event multiplicity, after having adjusted the simulated event multiplicity to that observed
using real data. To assess the systematic uncertainty due to the choice of the binning
scheme used to correct simulation, two new schemes are derived from the default with
half and twice the number of bins, the default configuration consisting of fifteen bins
in momentum, seven in pseudorapidity and three in the global event multiplicity. The
correction procedure is repeated with these two alternate schemes, leading to a systematic
uncertainty related to PID of 1.3%.

The normalization channel consists of exactly the same final state as the signal. In this
way, di↵erences between data and simulation are minimized. The systematic uncertainty
in the normalization yield is determined to be equal to 1%. The statistical uncertainty
attributed to the normalization yield is included in the statistical uncertainty quoted for
each result in this paper. Di↵erences between data and simulation in the modeling of the
B0 ! D⇤�3⇡ decay impact the e�ciency of the normalization channel and result in a
2.0% systematic uncertainty on K(D⇤�).

The branching fraction for the normalization channel, obtained by averaging the
measurements of Refs. [22–24], has an uncertainty of 3.9%. A 2.0% uncertainty arising
from the knowledge of the B0 ! D⇤�µ+⌫µ branching fraction is added in quadrature to
obtain a 4.5% total uncertainty on R(D⇤�) due to external inputs.

8.5 Summary of systematic uncertainties

Table 7 summarizes the systematic uncertainties on the measurement of the ratio
B(B0 ! D⇤�⌧+⌫⌧ )/B(B0 ! D⇤�3⇡). The total uncertainty is 9.1%. For R(D⇤�), a
4.5% systematic uncertainty due to the knowledge of the external branching fractions is
added.

9 Conclusion

In conclusion, the ratio of branching fractions between the B0 ! D⇤�⌧+⌫⌧ and the
B0! D⇤�3⇡ decays is measured to be

K(D⇤�) = 1.97± 0.13 (stat)± 0.18 (syst),

where the first uncertainty is statistical and the second systematic. Using the branching
fraction B(B0 ! D⇤�3⇡) = (7.214 ± 0.28) ⇥ 10�3 from the weighted average of the
measurements by the LHCb [22], BaBar [23], and Belle [24] collaborations, a value of the
absolute branching fraction of the B0! D⇤�⌧+⌫⌧ decay is obtained

B(B0 ! D⇤�⌧+⌫⌧ ) = (1.42± 0.094 (stat)± 0.129 (syst)± 0.054 (ext))⇥ 10�2,

where the third uncertainty originates from the limited knowledge of the branching fraction
of the normalization mode. The precision of this measurement is comparable to that

31

signal-like behavior. The procedure is repeated for data, and the ratio between data and
simulation gives rise to a 2% systematic uncertainty.

The simulation is corrected in order to match the performance of PID criteria measured
in data. Correction factors are applied in bins of momentum, pseudorapidity and global
event multiplicity, after having adjusted the simulated event multiplicity to that observed
using real data. To assess the systematic uncertainty due to the choice of the binning
scheme used to correct simulation, two new schemes are derived from the default with
half and twice the number of bins, the default configuration consisting of fifteen bins
in momentum, seven in pseudorapidity and three in the global event multiplicity. The
correction procedure is repeated with these two alternate schemes, leading to a systematic
uncertainty related to PID of 1.3%.

The normalization channel consists of exactly the same final state as the signal. In this
way, di↵erences between data and simulation are minimized. The systematic uncertainty
in the normalization yield is determined to be equal to 1%. The statistical uncertainty
attributed to the normalization yield is included in the statistical uncertainty quoted for
each result in this paper. Di↵erences between data and simulation in the modeling of the
B0 ! D⇤�3⇡ decay impact the e�ciency of the normalization channel and result in a
2.0% systematic uncertainty on K(D⇤�).

The branching fraction for the normalization channel, obtained by averaging the
measurements of Refs. [22–24], has an uncertainty of 3.9%. A 2.0% uncertainty arising
from the knowledge of the B0 ! D⇤�µ+⌫µ branching fraction is added in quadrature to
obtain a 4.5% total uncertainty on R(D⇤�) due to external inputs.

8.5 Summary of systematic uncertainties

Table 7 summarizes the systematic uncertainties on the measurement of the ratio
B(B0 ! D⇤�⌧+⌫⌧ )/B(B0 ! D⇤�3⇡). The total uncertainty is 9.1%. For R(D⇤�), a
4.5% systematic uncertainty due to the knowledge of the external branching fractions is
added.

9 Conclusion

In conclusion, the ratio of branching fractions between the B0 ! D⇤�⌧+⌫⌧ and the
B0! D⇤�3⇡ decays is measured to be

K(D⇤�) = 1.97± 0.13 (stat)± 0.18 (syst),

where the first uncertainty is statistical and the second systematic. Using the branching
fraction B(B0 ! D⇤�3⇡) = (7.214 ± 0.28) ⇥ 10�3 from the weighted average of the
measurements by the LHCb [22], BaBar [23], and Belle [24] collaborations, a value of the
absolute branching fraction of the B0! D⇤�⌧+⌫⌧ decay is obtained

B(B0 ! D⇤�⌧+⌫⌧ ) = (1.42± 0.094 (stat)± 0.129 (syst)± 0.054 (ext))⇥ 10�2,

where the third uncertainty originates from the limited knowledge of the branching fraction
of the normalization mode. The precision of this measurement is comparable to that

31

Table 7: List of the individual systematic uncertainties for the measurement of the ratio
B(B0 ! D⇤�⌧+⌫⌧ )/B(B0 ! D⇤�3⇡).

Contribution Value in %
B(⌧+! 3⇡⌫⌧ )/B(⌧+! 3⇡(⇡0)⌫⌧ ) 0.7
Form factors (template shapes) 0.7
Form factors (e�ciency) 1.0
⌧ polarization e↵ects 0.4
Other ⌧ decays 1.0
B ! D⇤⇤⌧+⌫⌧ 2.3
B0

s ! D⇤⇤
s ⌧+⌫⌧ feed-down 1.5

D+
s ! 3⇡X decay model 2.5

D+
s , D

0 and D+ template shape 2.9
B ! D⇤�D+

s (X) and B ! D⇤�D0(X) decay model 2.6
D⇤�3⇡X from B decays 2.8
Combinatorial background (shape + normalization) 0.7
Bias due to empty bins in templates 1.3
Size of simulation samples 4.1
Trigger acceptance 1.2
Trigger e�ciency 1.0
Online selection 2.0
O✏ine selection 2.0
Charged-isolation algorithm 1.0
Particle identification 1.3
Normalization channel 1.0
Signal e�ciencies (size of simulation samples) 1.7
Normalization channel e�ciency (size of simulation samples) 1.6
Normalization channel e�ciency (modeling of B0 ! D⇤�3⇡) 2.0
Total uncertainty 9.1

of the current world average of Ref. [46]. The first determination of R(D⇤�) performed
by using three-prong ⌧ decays is obtained by using the measured branching fraction of
B(B0 ! D⇤�µ+⌫µ) = (4.88± 0.10)⇥ 10�2 from Ref. [20]. The result

R(D⇤�) = 0.291± 0.019 (stat)± 0.026 (syst)± 0.013 (ext)

is one of the most precise single measurements performed so far. It is 1.1 standard
deviations higher than the SM prediction (0.252 ± 0.003) of Ref. [2], and consistent
with previous determinations. This R(D⇤) measurement, being proportional to B(B0 !
D⇤�3⇡), and inversely proportional to B(B0 ! D⇤�µ+⌫µ), will need to be rescaled
accordingly when more precise values of these inputs are made available in the future.
An average of this measurement with the LHCb result using ⌧+! µ+⌫µ⌫⌧ decays [17],
accounting for small correlations due to form factors, ⌧ polarization and D⇤⇤⌧+⌫⌧ feed-
down, gives a value of R(D⇤�) = 0.310± 0.0155 (stat)± 0.0219 (syst) , consistent with the
world average and 2.2 standard deviations above the SM prediction. The overall status of
R(D) and R(D⇤) measurements is reported in Ref. [20]. After inclusion of this result, the
combined discrepancy of R(D) and R(D⇤) determinations with the SM prediction is 4.1�.
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B->D*3π & B->D*μν BR taken 
from PDG & HFLAV respectively

Phys. Rev. D 97, 072013 (2018)
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Figure 17: Distributions of (a) t⌧ and (b) q2 in four di↵erent BDT bins, with increasing values
of the BDT response from top to bottom. The fit components are described in the legend.

giving 151±22 candidates. As a result, the number of normalization decays in the full data
sample is Nnorm = 17 660± 143 (stat)± 64 (syst)± 22 (sub), where the third uncertainty
is due to the subtraction of the B0 ! D⇤�D+

s component.

25

2 highest BDT bins
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Contributions above 2%:

Table 7: List of the individual systematic uncertainties for the measurement of the ratio
B(B0 ! D⇤�⌧+⌫⌧ )/B(B0 ! D⇤�3⇡).

Contribution Value in %
B(⌧+! 3⇡⌫⌧ )/B(⌧+! 3⇡(⇡0)⌫⌧ ) 0.7
Form factors (template shapes) 0.7
Form factors (e�ciency) 1.0
⌧ polarization e↵ects 0.4
Other ⌧ decays 1.0
B ! D⇤⇤⌧+⌫⌧ 2.3
B0

s ! D⇤⇤
s ⌧+⌫⌧ feed-down 1.5

D+
s ! 3⇡X decay model 2.5

D+
s , D

0 and D+ template shape 2.9
B ! D⇤�D+

s (X) and B ! D⇤�D0(X) decay model 2.6
D⇤�3⇡X from B decays 2.8
Combinatorial background (shape + normalization) 0.7
Bias due to empty bins in templates 1.3
Size of simulation samples 4.1
Trigger acceptance 1.2
Trigger e�ciency 1.0
Online selection 2.0
O✏ine selection 2.0
Charged-isolation algorithm 1.0
Particle identification 1.3
Normalization channel 1.0
Signal e�ciencies (size of simulation samples) 1.7
Normalization channel e�ciency (size of simulation samples) 1.6
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Including everything

Main message (apart from R(D*) is a hard measurement to make): 
While it is systematics limited, the systematics will be improved 

Phys. Rev. D 97, 072013 (2018)

https://doi.org/10.1103/PhysRevD.97.072013


On the todo list…
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What else to measure?

Your favourite
NP model here

More b ! c :

B̄0

s ! D�
s ⌧

+⌫⌧
B+

c ! J/ ⌧+⌫⌧
B ! D⇤⇤⌧+⌫⌧
(arXiv:1606.09300)

Lower statistics

Theoretically studied

Baryons:

⇤+

b ! ⇤(⇤)
c ⌧+⌫⌧

Decent statistics

Theoretically challenged

b ! u transitions:

Probe flavour structure

⇤0

b ! p⌧+⌫⌧
B+ ! ⇢0⌧+⌫⌧
B+ ! pp̄⌧+⌫⌧
Statistically challenged

Theoretically challenged
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Baryons: 
- Λb->Λcτν

- b->c 
- Bs->Dsτν 
- Bc->J/ψτν 
- Β ->D**τν

high stats theoretically 
studied

- b->u 
- Flavour structure probes 
- Λb->pτν 
- B->ppτν 
- B->ρτν



R(J/ψ)

�15S. Benson - LFNU - TAU

R(J/ )

R(J/ ) =
B(B+

c ! J/ ⌧+⌫⌧ )

B(B+

c ! J/ µ+⌫µ)
⌧+ ! µ+⌫⌧⌫µ

Probing same physics as R(D⇤). SM expectation 0.25 – 0.28.
Phys. Lett. B452 (1999) 129, arXiv:hep-ph/0211021,

Phys. Rev. D73 (2006) 054024, Phys. Rev. D74 (2006) 074008

Only available at LHCb.

As per R(D⇤) use kinematic distributions:
m2

miss , Z (q
2,E 2

µ).

Additionally consider B+

c decay-time.

B+

c ! J/ form-factors are unkown -
estimated from fit to enriched sample
of the normalisation mode.
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PRL 120, 121801 (2018)

SM expectation 0.25 – 0.28 (probes same physics as R(D*)) 
- Phys. Lett. B452 (1999) 129, arXiv:hep-ph/0211021, 
- Phys. Rev. D73 (2006) 054024, Phys. Rev. D74 (2006) 074008  

   
Only measurement is from LHCb  

R(J/ )

R(J/ ) =
B(B+

c ! J/ ⌧+⌫⌧ )

B(B+

c ! J/ µ+⌫µ)
⌧+ ! µ+⌫⌧⌫µ

Probing same physics as R(D⇤). SM expectation 0.25 – 0.28.
Phys. Lett. B452 (1999) 129, arXiv:hep-ph/0211021,

Phys. Rev. D73 (2006) 054024, Phys. Rev. D74 (2006) 074008

Only available at LHCb.

As per R(D⇤) use kinematic distributions:
m2

miss , Z (q
2,E 2

µ).

Additionally consider B+

c decay-time.

B+

c ! J/ form-factors are unkown -
estimated from fit to enriched sample
of the normalisation mode. decay time [ps]
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PRL 120, 121801 (2018)

Difference wrt R(D*): use of the decay time in 
the fit to determine the signal 

Complication wrt R(D*): unknown form factors 
so estimated from fit to enriched sample of the 
normalisation mode. 

Phys. Rev. Lett. 120, 121801 (2018)

https://doi.org/10.1103/PhysRevLett.120.121801


R(J/ψ) - results
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Figure 1: Distributions of (top) m2
miss, (middle) decay time, and (bottom) Z of the signal data,

overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel di↵erences between the data and fit are shown, normalized by
the Poisson uncertainty in the data; the dashed lines are at the values ±2.

of Refs. [37, 38]. In the nominal fit, the B
+
c ! J/ form factor parameters, except for

the scalar form factor that primarily a↵ects the semitauonic mode, are fixed to the values
obtained from a fit to a subset of the data enriched in the normalization mode. To assess
the e↵ect on R(J/ ) due to this procedure, an alternative fit is performed with the form
factor parameters allowed to vary, and the di↵erence in quadrature of the uncertainties is
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R(J/ ) results

3D template fit: Bc decay-time, m2

miss , Z.

R(J/ ) = 0.71± 0.17± 0.18

Compatible with SM at 2�.

First evidence of decay B+

c ! J/ ⌧+⌫⌧
Largest systematics from Bc ! J/ form-factor and limited
simulation sample size - both can be improved.

Lattice form-factor calculation is on the
way - see here
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PRL 120, 121801 (2018)
3D template fit:

Compatible with SM at 2 σ. 
First evidence of decay Bc+ → J/ψτ+ντ  

Largest systematics from Bc → J/ψ form-factor and 
limited simulation sample size - both can be improved.  

Lattice form-factor calculation is on the way

Phys. Rev. Lett. 120, 121801 (2018)

Inclusion of decay time 
helps distinguish mis-ID 

background

https://doi.org/10.1103/PhysRevLett.120.121801


Prospects for the future

�17S. Benson - LFNU - TAU

Looking forward

Upgrade I:

CERN-LHCC-2012-007

Upgrade II:

CERN-LHCC-2017-003

Continued improvement reliant

on:

Simulation size

Theory collaboration

Experimental input
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5 June 2017
Candles of  Darkness, ICTS Bengaluru                           

Guy Wilkinson 46

The LHC schedule up to 2030

2021 2024 2027

Run 3 Run 4LS3 LS4LS2Run 2

20302019

LHCb phase-1 Upgrade 
HL LHC 

Install LHCb
Phase-I Upgrade

Install HL-LHC and
ATLAS & CMS
Phase-II Upgrades2018

Belle-II

Proposed
LHCb
Phase-II
Upgrade

Upgrade I:  
CERN-LHCC-2012-007  
Upgrade II:  
CERN-LHCC-2017-003  

Improvement in the plot assumes: 
- More simulated events 
- theory input 
- experimental input

arXiv:1808.08865

http://arxiv.org/abs/arXiv:1808.08865


Summary

�18S. Benson - LFNU - TAU

Presented IMO some of the most interesting results in the field. 

Tensions are present (all above SM predictions) that need to be resolved or 
understood. 

Systematics are a continual challenge but we haven’t reached the end yet so as 
always…



Backup
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Backup: hadronic R(D*) control samples

S. Benson - LFNU - TAU

Table 4: Relative fractions of the various components obtained from the fit to theB ! D⇤�D+
s (X)

control sample. The values used in the simulation and the ratio of the two are also shown.

Parameter Simulation Fit Ratio
fc.b. — 0.014 —
fD+

s
0.54 0.594± 0.041 1.10± 0.08

fD⇤+
s0

0.08 0.000+0.040
�0.000 0.00+0.50

�0.00

fD+
s1

0.39 0.365± 0.053 0.94± 0.14

fD+
s X 0.22 0.416± 0.069 1.89± 0.31

f(D+
s X)s

0.23 0.093± 0.027 0.40± 0.12

B0 ! D⇤�Ds1(2460)+, B0,+ ! D⇤�D+
s X and B0

s ! D⇤�D+
s X decays with respect to

the number of B0 ! D⇤�D⇤+
s candidates. They are floating in the fit, and fD⇤+

s
= 1 by

definition.
The fit results are shown in Fig. 14 and reported in Table 4, where a comparison with

the corresponding values in the simulation is also given, along with their ratios. The
measured ratios, including the uncertainties and correlations, are used to constrain these
contributions in the final fit. The large weighting factors observed in this fit correspond to
channels whose branching fractions are not precisely known.
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Figure 14: Results from the fit to data for candidates containing a D⇤�D+
s pair, where D+

s ! 3⇡.
The fit components are described in the legend. The figures correspond to the fit projection on
(a) m(D⇤�3⇡), (b) q2, (c) 3⇡ decay time t⌧ and (d) BDT output distributions.
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