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Initial state physics

Hard-soft correlations

QGP in small systems
Useful references:  
A. Morsch, 12 Intl High-pT Workshop, Bergen, Oct ’17 
P. Steinberg, Probing Quark Gluon Matter w/ Jets, BNL, July ’18 
L. Bianchi, Quark Matter Student Day, Venice, May ‘18 �3
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2→2 parton scattering cheat sheet
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small-xA
(“forward” & low-pT)

large-xA
(“backward” & high-pT)

large-xp
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small-x & large-x



Initial state 
physics

nCTEQ, hep-ph/
1509.00792

13

Figure 5: �2 function relative to its value at the
minimum, ��

2 = �
2 � �

2
0, plotted along the 16 error

directions in the eigenvector space, z̃2i . We display the
true �

2 function (solid lines) and the quadratic
approximation given by Hessian method ��

2 = z̃
2
i

(dashed lines). The eigenvector directions are ordered
from the largest to the smallest eigenvalue.

present for the {u, d} PDFs. On the other hand, the A-
dependence of {uv, dv} distributions is reduced relative
to the other flavor components.

Finally, Figs. 7 and 8, show our nPDFs (fp/Pb) for a
lead nucleus together with the nuclear correction factors
at the input scale Q = Q0 = 1.3 GeV and at Q = 10 GeV
to show the evolution e↵ects when the PDFs are probed
at a typical hard scale. We have chosen to present results
for the rather heavy lead nucleus because of its relevance
for the heavy ion program at the LHC. In all cases, we
display the uncertainty band arising from the error PDF
sets based upon our eigenvectors and the tolerance crite-
rion. It should be noted that the uncertainty bands for
x . 10�2 and x & 0.7 are not directly constrained by
data but only by the momentum and number sum rules.
The uncertainty bands are the result of extrapolating the
functional form of our parametrization into these uncon-
strained regions.

Some comments are in order:

• As can be seen from Fig. 7 (a), our input gluon is
strongly suppressed/shadowed with respect to the
free proton in the x . 0.04 region. In fact, it has a
valence-like structure (see Fig. 7 (b)) which van-
ishes at small x. Consequently, the steep small
x rise of the gluon distribution at Q = 10 GeV
(see Fig. 8) is entirely due to the QCD evolution.

Figure 6: nCTEQ15 bound proton PDFs at the scale
Q = 10 GeV for a range of nuclei from the free proton

(A = 1) to lead (A = 208).

However, we should note that there is no data con-
strints below x ⇠ 0.01 and the gluon uncertainty
in this region is underestimated. In addition, our
gluon has an anti-shadowing peak around x ⇠ 0.1
and then exhibits suppression in the EMC region
x ⇠ 0.5. However, the large x gluon features wide
uncertainty band reflecting the fact that there are
no data constraints.

• In our analysis we determine the ū+ d̄ combination
and assume that there is no nuclear modification
to the d̄/ū combination (see Sec. II and Table V).
As a result the ū and d̄ PDFs are very similar, the
small di↵erence between the two comes from the
underlying free proton PDFs.

• In this analysis we do not fit the strange distribu-
tion but relate it to the light quarks sea distribu-
tion, see Eq. (2.7). As a result the strange quark
distribution is very similar to the ū and d̄ distribu-
tions.

L

Transverse momentum 
broadening from Fermilab
Drell-Yan experiments

Quark-Gluon 
Dynamics

• Struck quark emits gluons in vacuum because of confinement 
• In nuclear medium, multiple scattering will stimulate additional gluon radiation, 

predicted to vary as L2

• Gluon radiation creates dE/dx that can be connected to transverse momentum 
broadening (an experimental observable): 

Physics of Nuclei                          PAC 27               January 10, 2005                          Will Brooks

global nPDF picture
dynamical pictures of “cold 

nuclear matter” effects
!6



context for A+A (1/2)
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 = 2.76 TeV [PRL 114 (2015) 072302]NNs0 - 10%, 
 = 5.02 TeVNNs0 - 10%, 
 = 2.76 TeV [PRL 114 (2015) 072302]NNs30 - 40%, 
 = 5.02 TeVNNs30 - 40%, 

ATLAS | < 2.1y| = 0.4 jetsR tkanti-

arXiv:1805.05635

Run 1 LHC data
2015 LHC data 

(3x-4x more in 2018?)

Ejet = 1 TeV at y~0 
xA ~ 0.4 (EMC region!)

!7
need precise constraints from p+A…
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…more in Carlos’ & Sevil’s talks…

https://arxiv.org/abs/1805.05635


context for A+A (2/2)
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Total cc and bb created early and 
preserved throughout QGP evolution 
➡ very powerful, but crucial to have  

information directly from p+A data
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Figure 4: Di↵erential cross sections for D⇤± (top) and D± (bottom) mesons as a function of pT for data (points)
compared to the NLO QCD calculations of FONLL, POWHEG+PYTHIA, POWHEG+HERWIG, MC@NLO and
GM-VFNS (histograms). The data points are drawn in the bin centres. The inner error bars show the statistical
uncertainties and the outer error bars show the statistical and systematic uncertainties added in quadrature. Un-
certainties linked with the luminosity measurement (3.5%) and branching fractions (1.5% and 2.1% for D⇤± and
D±, respectively) are not included in the shown systematic uncertainties. The bands show the estimated theoretical
uncertainty of the FONLL calculation.
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D-meson production in Pb–Pb collisions at
√

sNN = 5.02 TeV ALICE Collaboration
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Figure 5: RAA of prompt D0, D+ and D∗+ mesons (left-hand panels) and of prompt D+
s mesons compared with the

average RAA of the non-strange D-meson states available in each pT interval (right-hand panels) for the 0–10%,

30–50% and 60–80% centrality classes. Statistical (bars), systematic (empty boxes), and normalisation (shaded

box around unity) uncertainties are shown. Filled markers are obtained with the pp rescaled reference, empty

markers with the pT-rescaled reference.
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Large uncertainties in 
FONLL calculations 

More constraints: Heavy-flavour production
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Figure 5. Nuclear modification factor RpPb as a function of pT for prompt D0 meson production
in the (left) backward data and (right) forward data, integrated over the common rapidity range
2.5 < |y∗| < 4.0 for pT < 6GeV/c and over 2.5 < |y∗| < 3.5 for 6 < pT < 10GeV/c. The uncertainty
is the quadratic sum of the statistical and systematic components. The CGC predictions marked
as CGC1 [67] and CGC2 [68] are only available for the forward region.
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Figure 6. Nuclear modification factor RpPb as a function of y∗ for prompt D0 meson production,
integrated up to pT = 10GeV/c and compared to the J/ψ measurement in the same kinematic
region and to the theoretical models discussed in the text. The uncertainty is the quadratic sum of
the statistical and systematic components.
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[JHEP 1710 (2017) 090]
Heavy-flavour production data from LHCb
[JHEP 1710 (2017) 090] seem to suggest significant
amount of shadowing at small x

. . . as seen also in a recent reweighting study
[Kusina et al., arXiv:1712.07024]

based on a coefficient function fitting method
[Lansberg and Shao, EPJ C77 (2017) 1], which
uses 2!2 kinematics
. . . does not take into account the high-x tail,
which was found to be important in a
general-mass variable flavour number
(GM-VFNS) approach [Helenius and
Paukkunen, JHEP 1805 (2018) 196]

In a new SACOT-mT scheme of GM-VFNS [Helenius and Paukkunen, JHEP 1805 (2018) 196],
one can compute HF spectra down to pT = 0 with arbitrary scale choices

Sizable theory uncertainties at low pT (scale choice, fragmentation variable ambiguity)

: Will be interesting to see how prominent these are in the RpPb

Large variation in nPDF/
saturation calculations

_ _

…more in Barbara & Pol’s talks…



EPPS16 reweighted with CMS dijet Rnorm.
pPb (in cubic–quadratic approx.)
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Evidence for small-x gluon shadowing and mid-x antishadowing
Similar findings have been reported with the LHC heavy-flavour production
[Kusina et al., arXiv:1712.07024]

Gluon antishadowing uncertainty approximately halved
Preference for deep gluon shadowing and an EMC slope, but uncertainties still large
: Need additional small- and large-x gluon probes
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Figure 3: The ratio of pPb to pp hdijet spectra compared to NLO pQCD calculations with
DSSZ [18] and EPS09 [14] nPDFs, using CT14 [57] as the baseline nucleon PDF. The red boxes
indicate systematic uncertainties in data and the height of the NLO pQCD calculation boxes
represent the nPDF uncertainties.
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impact of LHC Run 1 
data on nPDF 

constraints

broad (pT, η)-dep. 
measurements                

in p+Pb/pp P. Paakkinen

!9

hard probes 
data in a global 

nPDF picture

…more in Aleksander’s talk…



“cold nuclear matter” dynamics
partons before and/or after hard scattering interacting 

with gluon-dense nucleus

1. parton-gluon interactions before 
hard scattering (initial state E-loss)

3. forward mono-jet production 
(parton in proton interacts 

coherently with saturated gluons)

2. interactions after 
scattering (kT broadening, 

Δɸ decorrelation)
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1. initial state energy loss
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FIG. 2. (Color online) RdAu for (a) 0%–100% and (b)
centrality-selected collisions, and (c) RCP, as a function of
pT . Systematic, statistical and normalization uncertainties
are shown as shaded bands, vertical bars, and the leftmost
bands centered at 1, respectively. When error bands overlap
vertically, their horizontal widths have been adjusted so that
both are visible. Dashed lines show the uncertainty range
of calculations incorporating nuclear parton densities [1] and
energy loss [4].

were determined by modifying the simulation sample, the
event or jet-selection criteria, or the unfolding procedure
itself, and repeating the analysis. The variations were
applied simultaneously in the analyses of the d+Au and
p+p spectra to allow for their full or partial cancellation

in the RdAu and RCP quantities, with the exception of
the variation of k, described below.
The impact of uncertainties on the detector energy

scales was determined by varying the momenta of the
reconstructed tracks and clusters in simulation. The
cluster energies were varied by 3%. The track momenta
were varied by a track pT -dependent amount, which was
2% for pT  10 GeV/c and increased linearly to 4%
for pT = 30 GeV/c. The sensitivity of the results to
the jet selection was evaluated by varying the maximum
and minimum requirement on the calorimetric content of
the jet, and by raising the required number of jet con-
stituents. The uncertainty in the jet acceptance was eval-
uated by doubling the fiducial distance between jets and
the edges of the detector, and by restricting the vertex
z position to a narrower range. The uncertainties asso-
ciated with the unfolding procedure were evaluated by
changing the power law index of the simulated pT spec-
trum by ±1, and by increasing and decreasing the value
of k. Because they are statistical in nature, the e↵ects
on the spectra from varying k were treated as uncorre-
lated between the event classes. The sensitivity to the
underlying physics model was evaluated by performing
the corrections with a sample of pythia events analo-
gous to the nominal one but generated with tune a [39]
and the cteq5l [40] set. A 2% uncertainty, uncorrelated
between event classes, was assigned to the spectra be-
low 25 GeV/c to cover possible defects in modeling the
trigger e�ciency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total sys-
tematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT = 12 GeV/c to 30% or higher
at pT = 50 GeV/c and was dominated at all pT by the
energy scale. Because the reconstruction procedure in
d+Au and p+p collisions was identical, and the perfor-
mance, corrections and resulting spectra are very similar,
the e↵ects of the variations on RdAu and RCP canceled to
a large degree. The uncertainties on this quantity ranged
from 4% at pT = 12 GeV/c (with no single source dom-
inating) to 15% or higher (dominated by unfolding and
physics model) at pT = 50 GeV/c.
Additional normalization uncertainties on the p+p

cross section of 10% arose from the uncertainty on
�pp/✏pp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total un-
certainty on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT -independent within uncertain-
ties. The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear e↵ects are
small at high-Q2 in the nuclear Bjorken-x range ⇡ 0.1–
0.5. When compared to calculations over a range of en-
ergy loss rates in the cold nucleus [4], the data favor only
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2. kT broadening

388 ALICE Collaboration / Physics Letters B 746 (2015) 385–395

Fig. 1. Dijet |kTy| distributions in p–Pb collisions in the 0–40% V0A multiplicity event class for several kinematic intervals of the full jet (pch+ne
T,jet ). The measurement is 

compared to PYTHIA8 (tune 4C, K = 0.7) with and without initial state radiation. The lower panels show the ratio between the measurement and PYTHIA8 including initial 
state radiation.

background fluctuations and the average momentum density ρ
were evaluated and found to be negligible.

4. Results

The dijet |kTy| distributions are presented as functions of the 
full-jet transverse momentum, the transverse momentum of the 
associated charged jet and event multiplicity classes. The results 
are compared to the predictions of the PYTHIA8.176 event genera-
tor with tune 4C and K = 0.7 [29,30]. This tune has been found to 
give a reasonable description of jet production at the LHC. The final 
state particles are shifted in pseudorapidity with ηshift = −0.465 to 
mimic the rapidity shift of the laboratory frame due to the energy 
difference of the proton and Pb beams.

4.1. Evolution with full-jet transverse momentum

Fig. 1 shows the corrected |kTy| distributions for several kine-
matic intervals for the full jet, from pch+ne

T,jet = 20 GeV/c to pch+ne
T,jet =

120 GeV/c, in the 0–40% V0A multiplicity class. The associated 
charged jet has a minimum transverse momentum, pch

T,assoc jet, of 
15 GeV/c and is always of lower transverse momentum than the 
full jet. The mean |kTy| increases with the transverse momen-
tum of the full jet. Increasing the transverse momentum of the 
full jet extends the kinematic reach of |kTy| by opening phase–
space for more gluon radiation. This results in a harder |kTy| dis-
tribution which drops at large |kTy| because the kinematic limit 
|kTy|max = pch+ne

T,jet,max sin(2π/3) is reached. The p–Pb data points 
and the PYTHIA8 calculation show a similar dependence on pch+ne

T,jet . 
The lower panels of Fig. 1 show the ratio between data and 
PYTHIA8, including initial state radiation (ISR), which is observed 
to be consistent with unity for all transverse momentum ranges 
studied. In the upper panels PYTHIA without the initial state radi-
ation option is shown in addition (dashed line). Without ISR the 
amount of QCD radiation (which includes NLO corrections) is re-
duced, resulting in a steeper |kTy| spectrum. The effect is most 
pronounced for the pch+ne

T,jet > 40 GeV/c where the p–Pb measure-
ment is in agreement with full PYTHIA simulation but differs sig-
nificantly from PYTHIA without ISR. This observation suggests that 

the dijet |kTy| spectrum for large Q 2 processes is highly sensitive 
to the increased available phase–space of QCD radiation processes. 
Measurements presented in [14] of the dijet transverse momentum 
imbalance for more energetic jets than the measurement presented 
here also show results which are comparable to simulated pp ref-
erence and independent of the forward transverse energy.

4.2. Evolution with event multiplicity and pch
T,assoc jet

In addition to the measurement of |kTy| in the highest multi-
plicity p–Pb events, the |kTy| distribution is also measured in the 
lower multiplicity V0A event class 40–100%. If strong nuclear ef-
fects are present they are expected to be stronger in the high 
multiplicity events due to the larger number of participants in 
the collision. A comparison is shown in the left panel of Fig. 2. 
The systematic uncertainties between the two measurements are 
fully correlated since they originate from the uncertainty on the 
jet energy scale of the full jet. The consistency between the |kTy|
distributions in the high and low multiplicity event class was eval-
uated by taking the ratio and performing a constant fit taking into 
account only the statistical errors. The fit is within 1.2σ consis-
tent with unity. This result shows that in the measured kinematical 
region, possible nuclear matter effects and/or shadowing in the 
|kTy| distributions in p–Pb collisions are not observed for dijets at 
midrapidity.

The sensitivity to dijet acoplanarity is enhanced by selecting 
more pT imbalanced jet pairs. The |kTy| distribution for full jets 
with 70 < pch+ne

T,jet < 120 GeV/c for various pch
T,assoc jet ranges is 

shown in the right panel of Fig. 2. The |kTy| distribution tends 
to become steeper if jets are more balanced indicating that the 
influence of QCD radiation decreases. This behavior supports the 
previous observation (Section 4.1) that the dijet |kTy| observable 
for highly energetic jets is over a wide range of |kTy| mainly sensi-
tive to QCD radiation processes rather than elastic scatterings.

4.3. Evolution and characterization via ⟨|kTy|⟩

The measured |kTy| distributions are further characterized by 
reporting the mean (⟨|kTy|⟩) of the distribution. To avoid that the 

Common measurement of 
dijet acoplanarity in nuclear 

environment:  
kT,y = pTjet sin(Δɸdijet)

PLB 746 (2015) 385
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R = 0.4 and pT > 0.2 GeV/c cut was applied to tracks and towers. The jet pT spectrum is normalized per event and
the high multiplicity of d+Au events guarantees the trigger e�ciency is independent of the pT of the hard scattering.
Therefore, no correction related to trigger is applied.

Due to a high sensitivity of jet pT spectrum to the Jet Energy Scale (JES), an additional correction was applied to
account for the lower TPC tracking e�ciency in d+Au compared to that in the used p+p Pythia simulation. The d+Au
tracking e�ciency was determined by simulating single pions and embedding them at the raw detector level into real
d+Au minimum bias events. The tracking e�ciency in Pythia simulation was artificially lowered, prior to jet finding
at PyGe and PyBg level, so that it matches the one obtained from d+Au embedding.

A bin-by-bin correction is used to correct the jet spectrum to the hadron level. It is based on the generalized
e�ciency, constructed as the ratio of PyMC to PyBg jet pT spectra, applied to the measured jet pT spectrum. It
therefore corrects for detector e↵ects (tracking e�ciency, unobserved neutral energy, jet pT resolution) as well as for
residual background e↵ects. As the impact of these e↵ects on the jet pT spectrum di↵ers substantially depending
on the shape of the spectrum, the shapes have to be consistent between the PyBg and the measured jet pT spectra.
Figure 4 shows that this is indeed the case.

To compare the per event jet yield in d+Au to jet cross section measurements in p+p collisions, MC Glauber
studies were utilized: hNbini = 14.6 ± 1.7 for 0-20% highest multiplicity d+Au collisions and �inel,pp = 42 mb. These
factors were used to scale the p+p jet cross section measured previously by the STAR collaboration [10] using a Mid
Point Cone (MPC) jet algorithm with a cone radius of R = 0.4. The resulting d+Au jet pT spectrum is shown in
Figure 5 together with the scaled p+p jet spectrum. The systematic errors are indicated by dashed lines and by the
gray boxes. The dominant contribution to p+p systematic uncertainty is the JES uncertainty. Within these systematic
uncertainties, the d+Au jet spectrum shows no significant deviation from the scaled p+p spectrum.

5. Discussion on systematic uncertainties

The JES uncertainty dominates the uncertainties of d+Au measurement and is marked by the dashed lines in
Figure 5. Part of it comes from the BEMC calibration uncertainty of 5%, applied to the neutral component of the jet.
An uncertainty of 10% in TPC tracking e�ciency is applied to the charged component of jets. Embedding of jets into
real d+Au events at raw detector level will allow to decrease this uncertainty in the future. As the JES uncertainty is
expected to be largely correlated between run 8 p+p and d+Au data, we plan to measure jet pT spectrum in run 8 p+p
collisions to decrease uncertainties in RdAu.

Caution is needed due to the use of di↵erent pseudorapidity acceptances and di↵erent jet algorithms in Figure 5.
Based on Pythia simulation, the e↵ect of ⌘ acceptance on jet pT spectrum is less than 10% in the pT range covered
by the present measurement. Various jet algorithms show di↵erent sensitivity to hadronization (important for low pT
jets). Therefore, the same acceptance and the same algorithm should be used in p+p and d+Au to obtain the jet RdAu.
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Figure 3: Distributions of kT,raw for p+p, d+Au (10 < pT,2 < 20 GeV/c).
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3. forward “mono-jet” production
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Figure 7: Differential cross sections for central-forward dijet production as functions of az-
imuthal distance between the jets ∆φ (top) or rapidities of the jets (bottom) for the case of p-p
and p-Pb collisions and three different cuts on jets’ pt.

to the correlated production that we can predict with our framework. As we see in Fig. 6, the
suppression pattern of the away-side peak of the dihadron spectra from d-Au collisions at RHIC
is correctly reproduced by our calculation which shows that our theoretical framework captures
the essential physics of this class of processes.

We move now to the central-forward dijet production in the p-Pb collisions at the LHC. In the
top row of Fig. 7 we show the differential cross section for the central-forward dijet production as
a function of the azimuthal distance between the jets for the p-p and p-Pb collisions. To obtain
those results we employed the linear and nonlinear versions of the evolution equation (3.1) for
the proton and the evolution equation (5.2) for Pb. We used selection similar to that form the
previous section except for the pt cut which we now vary from 15, through 25, to 35 GeV and the
rapidity which is restricted to positive values. The latter corresponds to the fact that, contrary
to the p-p case, the p-Pb collision is asymmetric and, as follows from Eq. (2.3), one probes the
gluon density in Pb at low x only by measuring the forward jets going into the region of positive
rapidity.

First observation from Fig. 7 is that the non-linear evolution leads to a significant suppres-
sion of the ∆φ and rapidity distributions already for the proton case. This alone is a clear
manifestation of saturation. Then we see that the ∆φ cross section near the peak region is
suppressed further by the factor of about two for the case of the p-Pb collision and the effect
extends to lower values of ∆φ as we lower the pt threshold (going from right to left plot). This
is precisely the consequence of gluon saturation which is stronger in the Pb nucleus then in the
proton and therefore the unintegrated gluon distribution in the region of small and medium kt
is suppressed in Pb compared to the proton case as shown in Fig. 4 (right). It is this region of
gluon’s kt that is probed by the dijet configurations with ∆φ ∼ π and that is what leads to the
lower cross section in the area of the peak.
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FIG. 4: (color online). JdA versus xfrag
Au for peripheral (60–

88%) and central (0–20%) d+Au collisions at
√
sNN = 200

GeV. The statistical error bars and systematic uncertainty
boxes are the same as in Fig. 3. Above xfrag

Au > 10−3, some

data points were offset from their true xfrag
Au to avoid overlap.

The leftmost point in each group of three is at the correct
xfrag
Au .

Because the fragmentation hadrons on average carry a
momentum fraction ⟨z⟩ < 1, xfrag

Au will be smaller than
⟨xAu⟩. Based on previous studies by PHENIX at midra-
pidity, the mean fragmentation ⟨z⟩ is expected to be be-
tween 0.5-0.75 [22]. In general the theoretical extrac-
tion of xAu from the measured pT and η will differ from
the leading order QCD picture of 2→2 processes used
above. Also, at modest pT ’s the interpretation of the
measured correlation functions as high energy 2→2 par-
ton scattering accessing low x may be limited by con-
tributions from processes with small momentum transfer
Q2. Future theoretical analysis will be necessary to eval-
uate these and other contributions from different nuclear
effects [4–10] on the observed large suppression in JdA.
These analyses could additionally be complicated by the
presence of hadron pairs originating from multiparton in-
teractions [23] that might not probe gluon structure at
low xAu.
In summary, measurements of the inclusive π0 yield

at forward rapidity, of the back-to-back correlated yield
of cluster-π0 pairs in the forward-rapidity region, and of
the correlated yield of forward-rapidity π0’s with midra-
pidity π0’s or hadrons in p+p and d+Au collisions at√
sNN = 200 GeV were presented. The correlated yields

of back-to-back pairs were analyzed for various kinematic
selections in pT and rapidity. The forward-central pair
measurements show no increase in the azimuthal angular
correlation width within experimental uncertainties. The
correlated yield of back-to-back pairs in d+Au collisions
is observed to be substantially suppressed relative to p+p
collisions with a suppression that is observed to increase
with decreasing impact parameter selection and for pairs

probing more forward rapidities.
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Amparo à Pesquisa do Estado de São Paulo (Brazil), Nat-
ural Science Foundation of China (P. R. China), Min-
istry of Education, Youth and Sports (Czech Repub-
lic), Centre National de la Recherche Scientifique, Com-
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Figure 5. Nuclear modification factor RpPb as a function of pT for prompt D0 meson production
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[JHEP 1710 (2017) 090]
Heavy-flavour production data from LHCb
[JHEP 1710 (2017) 090] seem to suggest significant
amount of shadowing at small x

. . . as seen also in a recent reweighting study
[Kusina et al., arXiv:1712.07024]

based on a coefficient function fitting method
[Lansberg and Shao, EPJ C77 (2017) 1], which
uses 2!2 kinematics
. . . does not take into account the high-x tail,
which was found to be important in a
general-mass variable flavour number
(GM-VFNS) approach [Helenius and
Paukkunen, JHEP 1805 (2018) 196]

In a new SACOT-mT scheme of GM-VFNS [Helenius and Paukkunen, JHEP 1805 (2018) 196],
one can compute HF spectra down to pT = 0 with arbitrary scale choices

Sizable theory uncertainties at low pT (scale choice, fragmentation variable ambiguity)

: Will be interesting to see how prominent these are in the RpPb

hadrons: indirect access 
to parton kinematics, soft 

contribution…

jets: minimum pT, effects 
evolve away with high Q2…

J/Ψ: don’t understand 
production mechanisms…

how can we explore saturation region?
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New processes: photo-nuclear 
dijets in Pb+Pb w/ ATLAS
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(y=5.2-6.6) jets in p+Pb w/ CASTOR
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photons as low-xA gluon probe
Forward Photon Measurements at the LHC  

The FoCal Proposal in ALICE 
Norbert Novitzky for the ALICE-FoCal collaboration 

Tsukuba University and Utrecht University 

The main goal of  the FoCal 
proposal is to measure forward 
(3.2 < y < 5.3) direct photons in 
p+p and p+Pb collisions at LHC. 
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At low Q2 and Y = ln (1/x) the proton is 
represented by the three valence 
quarks. The increase of  the probe 
energy implies that more and more 
partons (fluctuations) are seen, which is 
described by the DGLAP (Q2) and BFKL 
(1/x) evolution equations. The rapid rise 
of  the low-x gluon PDF will result in 
nonlinear effects, which would 
eventually lead to gluon saturation. 
Effects are expected below a certain 
scale in momentum, the saturation scale 
Qs. If  the saturation scale is large 
compared to the perturbative scale, 
weak coupling techniques can be 
employed. This led to the development 
of  the Color Glass Condensate (CGC) as 
a model for this state of  matter. 

The detector is a sampling 
detector using alternating W and 
Si layers. To meet the required 
two shower separation a novel 
design is explored, using two 
different technologies of  the Si 
layers: 

Very small signal requires high 
performance rejection of  decay 
photons: 
•  Direct rejection by the pair mass 

cut and shower shape cut 
•  Isolation cut rejects also 

fragmentation photons 

The estimated precision of  the 
direct photon measurement is 
about  
•  < 20% for pT > 4 GeV/c 
•  < 10% for pT >10 GeV/c 

A HG prototype using CMOS sensors was 
also tested in beam. 
(first results published in A.P. de Haas et al, JINST 13 
(2018) P01014) 

•  very good position resolution and two-
shower separation related to detailed 
measurement of  the shower profile 

•  need development of  faster sensor 
(synergy with ALICE ITS upgrade à 
ALPIDE) 

•  Simultaneous direct photon and 
neutral pion (or jet) measurement 
will provide a very important 
probe to measure the gluon 
distribution at low-x to study 
cold Nuclear Matter (CNM) 
effects. The behavior of  the PDF 
in a heavy nucleus is of  interest 
because it is not simply the 
superposition of  the nucleon 
parton distribution, but displays 
effects related to the nuclear 
environment.  
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Prototypes of  the LG 
detectors: 
•  Beam tests: good 

performance for energy 
measurement 

•  Improvement of  readout 
electronics foreseen: 
larger dynamic ranges 
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'FoCal.E'
'FoCal.H'

The proposed location of  the new FoCal 
detector in the ALICE cavern is 7m 
from the interaction point. The location 
provides an unobstructed view of  the 
interaction point, which is crucial for a 
precision measurement. 

Based on Rojo at al 
arXiv:1802.03021, 1706.00428, 1610.09373 

Estimated uncertainties of the gluon PDF from 
additional FoCal measurements  Based on Helenius et al, arXiv:1406.1689 

FoCal pseudodata for the forward direct photon 
nuclear modification factor compared to current 

NLO pQCD calculations. 

DGLAP 

BFKL 

BK/JMWLK 

Institutions involved: Utrecht U., Nikhef, Tsukuba U., Tsukuba Tech., 
Hiroshima U., Nara Woman U., Tokyo CNS, Nagasaki U., VECC, BARC, 
Bose Institute, Jammu, IIT-Bombay, IIT-Indore, IOP, ORNL, Tennessee, 
Wayne State U. Sao Paulo U., Bergen, Jyvaskyla U., CVUT Prague 
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There is significant progress in the R&D in both of  the LG and the HG 
layers. 
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The combination of the two types of layers, will provide very 
good separation for the π0 à γ + γ separation (HG layers) and 
very good energy resolution (LG) 

•  The Low Granularity (LG) layer 
     Advantage of  very good 
energy measurement 
 
•  High Granularity (HG) layers 
     Advantage very good position 
measurement 

The detector will also allow a number of interesting 
measurements in Pb-Pb collisions. 

•  The data will provide unique 
experimental constraints on 
the proton and nuclear parton 
distribution function (PDF) in 
the very low-x region 
(10-5-10-6).  

Forward Photon Measurements at the LHC  
The FoCal Proposal in ALICE 

Norbert Novitzky for the ALICE-FoCal collaboration 
Tsukuba University and Utrecht University 

The main goal of  the FoCal 
proposal is to measure forward 
(3.2 < y < 5.3) direct photons in 
p+p and p+Pb collisions at LHC. 
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Infinite Momentum Frame:
• BFKL (linear QCD): splitting functions ⇒ gluon density grows
• BK (non-linear): recombination of gluons ⇒ gluon density tamed

BFKL: BK adds:
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At low Q2 and Y = ln (1/x) the proton is 
represented by the three valence 
quarks. The increase of  the probe 
energy implies that more and more 
partons (fluctuations) are seen, which is 
described by the DGLAP (Q2) and BFKL 
(1/x) evolution equations. The rapid rise 
of  the low-x gluon PDF will result in 
nonlinear effects, which would 
eventually lead to gluon saturation. 
Effects are expected below a certain 
scale in momentum, the saturation scale 
Qs. If  the saturation scale is large 
compared to the perturbative scale, 
weak coupling techniques can be 
employed. This led to the development 
of  the Color Glass Condensate (CGC) as 
a model for this state of  matter. 

The detector is a sampling 
detector using alternating W and 
Si layers. To meet the required 
two shower separation a novel 
design is explored, using two 
different technologies of  the Si 
layers: 

Very small signal requires high 
performance rejection of  decay 
photons: 
•  Direct rejection by the pair mass 

cut and shower shape cut 
•  Isolation cut rejects also 

fragmentation photons 

The estimated precision of  the 
direct photon measurement is 
about  
•  < 20% for pT > 4 GeV/c 
•  < 10% for pT >10 GeV/c 

A HG prototype using CMOS sensors was 
also tested in beam. 
(first results published in A.P. de Haas et al, JINST 13 
(2018) P01014) 

•  very good position resolution and two-
shower separation related to detailed 
measurement of  the shower profile 

•  need development of  faster sensor 
(synergy with ALICE ITS upgrade à 
ALPIDE) 

•  Simultaneous direct photon and 
neutral pion (or jet) measurement 
will provide a very important 
probe to measure the gluon 
distribution at low-x to study 
cold Nuclear Matter (CNM) 
effects. The behavior of  the PDF 
in a heavy nucleus is of  interest 
because it is not simply the 
superposition of  the nucleon 
parton distribution, but displays 
effects related to the nuclear 
environment.  
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performance for energy 
measurement 

•  Improvement of  readout 
electronics foreseen: 
larger dynamic ranges 
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The proposed location of  the new FoCal 
detector in the ALICE cavern is 7m 
from the interaction point. The location 
provides an unobstructed view of  the 
interaction point, which is crucial for a 
precision measurement. 

Based on Rojo at al 
arXiv:1802.03021, 1706.00428, 1610.09373 

Estimated uncertainties of the gluon PDF from 
additional FoCal measurements  Based on Helenius et al, arXiv:1406.1689 

FoCal pseudodata for the forward direct photon 
nuclear modification factor compared to current 

NLO pQCD calculations. 

DGLAP 

BFKL 

BK/JMWLK 

Institutions involved: Utrecht U., Nikhef, Tsukuba U., Tsukuba Tech., 
Hiroshima U., Nara Woman U., Tokyo CNS, Nagasaki U., VECC, BARC, 
Bose Institute, Jammu, IIT-Bombay, IIT-Indore, IOP, ORNL, Tennessee, 
Wayne State U. Sao Paulo U., Bergen, Jyvaskyla U., CVUT Prague 
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There is significant progress in the R&D in both of  the LG and the HG 
layers. 
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The combination of the two types of layers, will provide very 
good separation for the π0 à γ + γ separation (HG layers) and 
very good energy resolution (LG) 

•  The Low Granularity (LG) layer 
     Advantage of  very good 
energy measurement 
 
•  High Granularity (HG) layers 
     Advantage very good position 
measurement 

The detector will also allow a number of interesting 
measurements in Pb-Pb collisions. 

•  The data will provide unique 
experimental constraints on 
the proton and nuclear parton 
distribution function (PDF) in 
the very low-x region 
(10-5-10-6).  

y=4-5 (ALICE FoCal upgrade) 
see also LHCb & PHENIX MPC-EX

EPJ Web of 
Conferences 112, 

02014 (2016)
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Figure2.1:DiagramscorrespondingtothethreetermsintheQCDLint.

andthusthequantity ̄fDµ fisgaugeinvariant.Sinceamasstermforthegaugebosons
(m

2
gA

µ
CAC

µ)wouldviolategaugeinvariance,thegluonsaremassless.ThisistruefortheU(1)
theoryofQEDaswellandisreflectedinthefactthatphotonsaremassless.(Itwouldbetruefor
thefullSU(2)⇥U(1)electroweakLagrangianaswell,butforthepresenceoftheHiggsfieldandthe
resultingspontaneoussymmetrybreakingatlowtemperatures,whichgivesmassestotheW±and
Zbosons.)

However,itisthenon-abeliannatureoftheSU(3)gaugegroupthatwillprovetohaveimportant
consequencesforthetheoryanddistinguishitfromtheU(1)theoryofQEDinanumberofways,
aswewillseewhenrenormalizingthetheoryinSection2.1.1.

WritingoutthetermsinEquation2.1,wecandecomposeLQCD=L0+Lint,wherethefree
fieldLagrangianis
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wherethefirsttermgivesrisetotheNf=6fermionpropagatorsandthesecondtermgives
risetotheN

2

C�1=8gluonpropagators.TheinteractionLagrangianis
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wherethefirstgA ̄ termisafermion-gaugebosonvertex,thesecondgAA@Atermisappar-
entlyathreegaugebosonvertexandthethirdg

2
AAAAtermisafourgaugebosonvertex.The

FeynmandiagramsfortheseareshowninFigure2.1.
Actually,thereisonemoretermwhichmustbeintroducedintotheLagrangianasaconsequence

ofgaugefixing.SincethepathintegralformulationdoesnotimplicitlyknowaboutSU(3)gauge
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Figure 2.1: Diagrams corresponding to the three terms in the QCD
L
int .

and thus the quantity
 ̄
f D

µ 
f is gauge invariant. Since a mass term

for the gauge bosons

(m 2
g A µ

C A C
µ ) would violate gauge invariance, the gluons are massless.

This is true for the U(1)

theory of QED
as well and is reflected in the fact that photons are massless. (It would be true for

the full SU(2)⇥U(1) electroweak Lagrangian as well, but for the presence of the Higgs field and the

resulting spontaneous symmetry breaking at low temperatures, which gives masses to the
W ±

and

Z
bosons.)However, it is the non-abelian nature of the SU(3) gauge group that will prove to have important

consequences for the theory and distinguish it from
the U(1) theory of QED

in a number of ways,

as we will see when renormalizing the theory in Section 2.1.1.

Writing out the terms in Equation 2.1, we can decompose
L
QCD =

L
0 +

L
int , where the free

field Lagrangian is

L
0 = X

f
 ̄
f (i� µ

@
µ �

m
f ) 

f � 1
2

X

C
(@
µA C

⌫ )(@ µ
A ⌫
C )� (@

µA C
⌫ )(@ ⌫

A µ
C )

(2.9)

where the first term
gives rise to the

N
f =

6 fermion propagators and the second term
gives

rise to the
N 2
C � 1 = 8 gluon propagators. The interaction Lagrangian is

L
int = X

f
gA C

µ  ̄
f � µ

t C
 
f �

gfABCA µ
B A ⌫

C
�
@
µA A

⌫
�
� 1
4 g 2 �

f ABC
A µ
B A ⌫

C
� �
fADEA D

µ A E
⌫

�

(2.10)

where the first
gA
 ̄ term

is a fermion-gauge boson vertex, the second
gA

A
@A

term
is appar-

ently a three gauge boson vertex and the third
g 2

A
A
A
A

term
is a four gauge boson vertex. The

Feynman diagrams for these are shown in Figure 2.1.

Actually, there is one more term
which must be introduced into the Lagrangian as a consequence

of gauge fixing. Since the path integral formulation does not implicitly know
about SU(3) gauge
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Possibility to observe xA > 1 configurations! 
➡ rates are sensitive to Short-Range Correlations 

(SRCs) in nuclei (“medium energy” physics)

nuclear effects at large-xA

quark with pq such that 
xA = pq/(pA/A) > 1

Friese, Sargsian, Strikman   
EPJC 75 (2015) 534 

At large-xA, Fermi motion of nucleons in nucleus: 
… but also, short-range p-n correlations!

nucleus has total 
momentum pA

 17

JLab 
experiments



Introduction Ingredients ME corrections Matching Multijet merging Summary

Improving event generators
The inner working of event generators
. . . simulation: divide et impera

hard process:
fixed order perturbation theory

traditionally: Born-approximation

bremsstrahlung:
resummed perturbation theory

hadronisation:
phenomenological models

hadron decays:
e↵ective theories, data

”underlying event”:
phenomenological models

F. Krauss
IPPP

Precision Monte Carlo

Hard-soft 
correlations

soft

hard

 18



pp (or pp) collisions with a     
modest GeV jet or hadron 

produce more UE than 
“average” collisions

 19

FIG. 28. Data from Fig. 21 on the average
number of charged particles (pT!0.5 GeV/c ,
!!!"1) as a function of PT1 "leading charged jet#
for the ‘‘transverse’’ region defined in Fig. 14
compared with the QCD Monte Carlo model pre-
dictions of HERWIG, ISAJET, and PYTHIA 6.115.
The solid "open#points are the min-bias "JET20#
data.

FIG. 29. Data from Fig. 22 on the average
scalar pT sum of charged particles (pT
!0.5 GeV/c , !!!"1) as a function of PT1
"leading charged jet#for the ‘‘transverse’’ region
defined in Fig. 14 compared with the QCD Monte
Carlo model predictions of HERWIG, ISAJET, and
PYTHIA 6.115.

FIG. 30. Data from Fig. 21 on the average
number of charged particles (pT!0.5 GeV/c ,
!!!"1) as a function of PT1 "leading charged jet#
for the ‘‘transverse’’ region defined in Fig. 14
compared with the QCD Monte Carlo model pre-
dictions of PYTHIA 6.115, PYTHIA 6.125, and
PYTHIA 6.115 with no multiple parton scattering
"no MS#.
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Transverse nucleon structure and diagnostics of hard parton–parton processes at LHC

L. Frankfurt,1 M. Strikman,2 and C. Weiss3

1School of Physics and Astronomy, Tel Aviv University, Tel Aviv, Israel
2Department of Physics, Pennsylvania State University, University Park, PA 16802, USA

3Theory Center, Jefferson Lab, Newport News, VA 23606, USA
(Dated: September 13, 2010)

We propose a new method to determine at what transverse momenta particle production in
high–energy pp collisions is governed by hard parton–parton processes. Using information on the
transverse spatial distribution of partons obtained from hard exclusive processes in ep/γp scattering,
we evaluate the impact parameter distribution of pp collisions with a hard parton–parton process
as a function of pT of the produced parton (jet). We find that the average pp impact parameters
in such events depend very weakly on pT in the range 2 < pT < few 100 GeV, while they are
much smaller than those in minimum–bias inelastic collisions. The impact parameters in turn
govern the observable transverse multiplicity in such events (in the direction perpendicular to the
trigger particle or jet). Measuring the transverse multiplicity as a function of pT thus provides an
effective tool for determining the minimum pT for which a given trigger particle originates from a
hard parton–parton process. Additional tests of the proposed geometric correlations are possible by
measuring the dependence on the trigger rapidity. Various strategies for implementing this method
are outlined.

PACS numbers: 13.87.Ce, 13.85.Ni, 13.60.Le
Keywords: Quantum chromodynamics, generalized parton distributions, jets in pp collisions

I. INTRODUCTION

The first experimental results from LHC once again
raise the question at what transverse momenta particle
production in pp collisions is dominated by hard parton–
parton interactions. A quantitative understanding of the
relevant mechanisms is important not only for future
studies of QCD phenomena, but also for controlling the
strong interaction background in new particle searches.
The challenge lies in the fact that the growth of the av-
erage multiplicities makes it very difficult to observe jets
with moderate pT , while at the same time the properties
of non–perturbative semi–hard dynamics and its ability
to produce particles with pT ∼ few GeV are not well
understood.

In an earlier article [1], we demonstrated that the nu-
cleon’s transverse partonic structure plays an essential
role in the theoretical analysis of pp collisions with hard
processes. Experiments in hard exclusive electroproduc-
tion of vector mesons γ∗p → V + p and photoproduction
of heavy quarkonia γp → J/ψ + p have shown that the
gluons with 10−4 < x < 10−1 are localized at small trans-
verse distances of 0.4 − 0.5 fm (median, depending on x
and Q2), much smaller than the characteristic range of
soft interactions at high energies, see Fig. 1a. Qualita-
tively, this is explained by the fact that Gribov diffusion
in the partonic wave function, which causes the range
of soft interactions to grow with energy [2], is suppressed
for highly virtual constituents. In pp scattering this two–
scale picture implies that hard processes mostly occur in
central collisions, where the areas occupied by partons in
the relevant x–range overlap. Peripheral collisions con-
stitute the dominant part of the overall inelastic cross
section without contributing much to inclusive jet pro-

duction, see Fig. 1b. A trigger on a hard process thus, on
average, selects central pp collisions [1]. Numerical stud-
ies show that at a center–of–mass energy

√
s = 14TeV

a dijet trigger on pT ∼ few 10 GeV reduces the median
pp impact parameter b by a factor of ∼ 2 compared to
minimum–bias inelastic collisions; the reduction is nearly
as strong at the current LHC energy of 7TeV (see below).

Here we point out that these insights into the trans-
verse geometry of pp collisions can be used to address the
question at what transverse momenta particle production

b

Transverse area in

central collision

(a) soft interactions

Gluons with x > 10−4

peripheral collision(b)

FIG. 1. (a) The two–scale picture of transverse nucleon struc-
ture at high energies (transverse view). (b) Its implication
for pp collisions. Peripheral collisions constitute the domi-
nant part of the overall inelastic cross section. Hard processes
happen predominantly in central collisions, where the areas
occupied by large–x partons overlap.

UE in the presence of a hard scattering

_
can be understood from 

geometric picture of 
proton
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Figure 33: Proton-proton collisions at 8 TeV. LO QCD parton-parton cross section (integrated
above pTmin, for two different ↵s and PDF choices) compared to the total inelastic hadron-
hadron cross section. Towards the right of the plot, we see, as expected, that hard dijet events
is only a tiny fraction of the total cross section. The fact that the curves cross at a scale of
order 5 GeV is interpreted to mean that this is a characteristic scale relevant for MPI. [169].

larger than a typical colour-anticolour separation distance, it will only see an average colour
charge that vanishes in the limit p? ! 0, hence leading to suppressed interactions. This
provides an infrared cutoff for MPI similar to that provided by the hadronisation scale for
parton showers. A first estimate of the colour-screening cutoff would be the proton size,
p?min ⇡ ~/rp ⇡ 0.3 GeV ⇡ ⇤QCD, but empirically this appears to be far too low. In current
models, one replaces the proton radius rp in the above formula by a “typical colour screening
distance,” i.e., an average size of a region within which the net compensation of a given
colour charge occurs. This number is not known from first principles, though it may be related
to saturation [187]. In current MPI models, it is perceived of simply as an effective cutoff
parameter, to be determined from data.

Note that the partonic cross sections depend upon the PDF set used, and therefore the
optimal value to use for the cutoff will also depend on this choice [188]. Note also that the
cutoff does not have to be energy-independent. Higher energies imply that parton densities
can be probed at smaller x values, where the number of partons rapidly increases. Partons
then become closer packed and the colour-screening distance d decreases. The uncertainty
on the scaling of the cutoff is a major concern when extrapolating between different collider
energies [188–190].

We now turn to the origin of the observational fact that hard jets appear to sit on top of
a “pedestal” of underlying activity, which on average appears to be distributed evenly at all
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Figure2.1:DiagramscorrespondingtothethreetermsintheQCDLint.

andthusthequantity ̄fDµ fisgaugeinvariant.Sinceamasstermforthegaugebosons
(m

2
gA

µ
CAC

µ)wouldviolategaugeinvariance,thegluonsaremassless.ThisistruefortheU(1)
theoryofQEDaswellandisreflectedinthefactthatphotonsaremassless.(Itwouldbetruefor
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Fig. 3: J/ψ yield dNJ/ψ/dy as a function of the charged particle multiplicity densities at mid-rapidity dNch/dη .
Both values are normalized by the corresponding value for minimum bias pp collisions (⟨dNJ/ψ/dy⟩, ⟨dNch/dη⟩).
Shown are measurements at forward rapidities (J/ψ → µ+µ−, 2.5 < y < 4) and at mid-rapidity (J/ψ → e+e−,
|y| < 0.9). The error bars represent the statistical uncertainty on the J/ψ yields, while the quadratic sum of the
point-by-point systematic uncertainties on the J/ψ yield as well as on dNch/dη is depicted as boxes.

range under consideration here (dNch/dη < 32.9). Therefore, these corrections and their correspond-
ing systematic uncertainties cancel in the ratio (dNJ/ψ/dy)/⟨dNJ/ψ/dy⟩ and only the uncorrected signal
counts have to be divided. The number of events used for the normalization of ⟨dNJ/ψ/dy⟩ is corrected
for the fraction of inelastic events not seen by the MB trigger condition. After applying acceptance and
efficiency corrections these values are in agreement with those that can be obtained from the numbers
quoted in [8]: ⟨dNJ/ψ/dy⟩ = (8.2± 0.8(stat.)± 1.2(syst.))× 10−5 for J/ψ → e+e− in |y| < 0.9, and
⟨dNJ/ψ/dy⟩ = (5.8±0.2(stat.)±0.6(syst.))×10−5 for J/ψ → µ+µ− in 2.5 < y< 4. In the case of the
J/ψ yields measured in a given multiplicity interval, no trigger-related correction is needed, since the
trigger efficiency is 100% for Ntrk ≥ 1.

The systematic uncertainties are estimated as follows. In case of the di-electron analysis, the absolute
differences between the resulting (dNJ/ψ/dy)/⟨dNJ/ψ/dy⟩ values obtained by using the like-sign and the
track rotation methods define the uncertainty due to the background subtraction. It is found to vary
between 2% and 12% for the different multiplicity intervals. For the di-muon analysis this uncertainty
is evaluated by varying the functional form of the background description (polynomial instead of sum of
two exponential). It depends on the signal to background ratio and varies between 3% and 4%. Since
for the muon measurement it is not possible to associate a measured track to the interaction vertex, an
additional systematic uncertainty arises from pile-up events. Among the vertices inside these events

PLB712 (2012) 165

10 6 Summary

total〉
|>4η|

TE〈/|>4η|
TE

0 0.5 1 1.5 2 2.5 3 3.5 4

〉
(1

S)
ϒ〈

(1
S)

/
ϒ

0

1

2

3

4

5

6

7

CMS
| < 1.93

CM
|y

〉(1S)ϒ〈
(1S)ϒ

| < 2.4
CM

|y

 = 2.76 TeVspp 
 = 5.02 TeVNNspPb 

 = 2.76 TeVNNsPbPb 

total〉
|>4η|

TE〈/|>4η|
TE

0 0.5 1 1.5 2 2.5 3 3.5 4

〉
(2

S)
ϒ〈

(2
S)

/
ϒ

0

1

2

3

4

5

6

7

CMS
| < 1.93

CM
|y

〉(2S)ϒ〈
(2S)ϒ

 = 2.76 TeVspp 
 = 5.02 TeVNNspPb 

total〉 |>4η|
T E〈/|>4η|

TE
0 0.5 1 1.5 2 2.5 3 3.5 4

〉
(3

S)
ϒ〈

(3
S)

/
ϒ

0

1

2

3

4

5

6

7

CMS
| < 1.93

CM
|y

〉(3S)ϒ〈
(3S)ϒ

 = 2.76 TeVspp 
 = 5.02 TeVNNspPb 

total〉
|<2.4η|

tracksN〈/|<2.4η|
tracksN

0 0.5 1 1.5 2 2.5 3 3.5 4

〉
(1

S)
ϒ〈

(1
S)

/
ϒ

0

1

2

3

4

5

6

7

CMS
| < 1.93

CM
|y

〉(1S)ϒ〈
(1S)ϒ

| < 2.4
CM

|y

 = 2.76 TeVspp 
 = 5.02 TeVNNspPb 

 = 2.76 TeVNNsPbPb 

total〉
|<2.4η|

tracksN〈/|<2.4η|
tracksN

0 0.5 1 1.5 2 2.5 3 3.5 4

〉
(2

S)
ϒ〈

(2
S)

/
ϒ

0

1

2

3

4

5

6

7

CMS
| < 1.93

CM
|y

〉(2S)ϒ〈
(2S)ϒ

 = 2.76 TeVspp 
 = 5.02 TeVNNspPb 

total〉 |<2.4η|
tracks N〈/|<2.4η|

tracksN
0 0.5 1 1.5 2 2.5 3 3.5 4

〉
(3

S)
ϒ〈

(3
S)

/
ϒ

0

1

2

3

4

5

6

7

CMS
| < 1.93

CM
|y

〉(3S)ϒ〈
(3S)ϒ

 = 2.76 TeVspp 
 = 5.02 TeVNNspPb 

Figure 5: The U(nS) cross section versus transverse energy measured at 4 < |h| < 5.2 (top
row) and versus charged-track multiplicity measured in |h| < 2.4 (bottom row), measured in
|yCM| < 1.93 in pp collisions at

p
s = 2.76 TeV and pPb collisions at psNN = 5.02 TeV. For

U(1S), the PbPb data at psNN = 2.76 TeV (open stars) are overlaid. Cross sections and x-axis
variables are normalized by their corresponding activity-integrated values. For all points, the
abscissae are at the mean value in each bin. The dotted line is a linear function with a slope
equal to unity. The error bars indicate the statistical uncertainties, and the boxes represent the
point-to-point systematic uncertainties. The results are available in tabulated form in Table 5.
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(but deviations from this are 
also interesting…)



centrality w/ hard probes
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phenomenology in A+A collisions (and p+A at lower energies): 

1. relate Ncoll & Npart to some observed multiplicity (Nch, ΣET Pb) 

2. selecting on multiplicity picks out class of geometric events
…more in Sasha Milov’s talk… 22



theoretical desire to 
have centrality in p+A…
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Figure 6. Comparison of the spatial dependence of the gluon modification in a lead nucleus,
rPb
g (x,Q2, s), between FGS10 L (short-dashed blue curves), 1-parameter approach (long-dashed
green) and our spatial fits (solid red) EPS09sNLO1 (upper left), EPS09sLO1 (upper right) and
EKS98s (lower plot). The scale Q2 = 4 GeV2 for all plots but the values of x have been chosen so
that the spatially averaged RPb

g (x,Q2) (dotted horizontal red lines) approximately coincides with
FGS10 L (dotted blue).

where pinelAB (b) = 1 − exp[−TAB(b)σinelNN ] from Eq. (A.23), and dNk
AB(b) is obtained from

Eq. (2.7). Using the expansion of rAi (x,Q
2, s) in powers of TA from Eq. (2.9), the integrals

over the impact parameter for the spatially dependent parts can be conveniently separated

from the spatially independent fit coefficients, free nucleon PDFs and pQCD parts as

follows:

b2
∫

b1

d2bdNk
AB(b) =

4
∑

n,m=0

T nm
AB (b1, b2)

∑

i,j,X′

1
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cin(x1, Q
2)fNA

i (x1, Q
2)⊗

cjm(x2, Q
2)fNB

j (x2, Q
2)⊗ dσ̂ij→k+X′

(4.2)

where fNA,NB
i,j are the free nucleon PDFs, and we have defined ci,j0 (x,Q2) ≡ 1 and

T nm
AB (b1, b2) ≡

b2
∫

b1

d2b

∫

d2s [TA(s− b/2)]n+1 [TB(s+ b/2)]m+1 . (4.3)
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FIG. 3: The nuclear modification factor Rγ
pA for direct photon production in minimum-bias p+Pb collisions at

√
S = 5 TeV at

different rapidities ηγ = 0, 2, 4, 6 obtained from Eq. (14) with the solutions of the rcBK with different initial saturation scale
for nucleus. The band labeled CGC-rcBK includes uncertainties due to the variation of the initial saturation scale of nucleus
and different factorization scale Q. Similar to Fig. 2, the lines labeled with a number N are the results with a fixed hard-scale
Q = pγT and a fixed saturation scale Q2

0A = NQ2
0p with N = 3÷ 7 constrained in Eq. (19) and Q2

0p = 0.168GeV2.

saturation model also provide a good description of HERA data [51]. Nevertheless, it is seen from Fig. 4 that depending
on the value of Q0A, the rcBK and the IIM saturation model provide different suppression for inclusive prompt photon
production in minimum-bias p+A collisions at the LHC5. Note that similar to the inclusive hadron production, the
CGC approach generally gives larger suppression for inclusive prompt photon Rγ

pA at forward rapidities compared to
collinear factorization results [54].
In Fig. 5, we show the effect of different choices for the hard-scale Q appeared in the factorization formulas

Eqs. (5,14) for both inclusive hadron production (right panel) and direct photon production (left panel) at forward
rapidity η = ηγ = 2. The initial nuclear saturation scale is fixed for all lines. Note that in the case of inclusive hadron
production with αin

s = 0 (only elastic terms), the hard-scale Q only appears in the PDFs and FFs, and the effect of
different value for Q is negligible in the Rch

pA. However, in the presence of inelastic contribution (αin
s ̸= 0), the choice

of hard-scale Q becomes important and it leads to a sizable effect for the Rch
pA, see Fig. 5. The sensitivity of the

nuclear modification factor Rγ
pA and Rch

pA to the hard-scale Q (and the strong-coupling αin
s ) clearly indicates that the

higher-order corrections should be important. Note that for the case of inclusive hadron production, the full NLO
corrections to the hybrid formalism has been recently calculated [55], but yet to be employed for phenomenological
purpose.
Some words of caution are in order here. Our formulation is valid for asymmetric collisions when a projectile can

be treated in the standard collinear approximation while for the target we systematically incorporated the small-x re-
summation (at the leading twist approximation) effects. Note, however, our reference for Rch

pA or Rγ
pA is p+p collisions

5 Note that in Ref. [47], the coordinate representation of Eq. (10) was used. But as it was shown in Ref. [29], this is equivalent to the
CGC formulation given in Eq. (10), see also Refs. [52, 53].
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FIG. 11: The nuclear modification factor Rp+Pb for single inclusive charged hadrons in minimum-bias p+Pb collisions at
5 TeV collision energy at rapidities 0, 2, 4 and 6. The grey bands at y=0 and 2 correspond to the rcBK-MC results using
kt-factorization, Eq. (13). In turn, the yellow bands at η = 2, 4 and 6 have been obtained using the LO hybrid formalism,
Eq. (19), in minimum bias collisions. The blue bands between the dotted lines also correspond to LO hybrid results for
collisions with a centrality cut Npart > 10. Finally the dashed dotted curves at η = 2, 4 and 6 correspond to minimum bias
collisions calculated within the hybrid formalism incl. the inelastic term from Eq. (20) with αs = 0.1.

most forward rapidities.
In Fig. 12 we show Rp+Pb for two different centrality classes selected according to the number of participant

nucleons12. At pt = 1 GeV we observe the expected pattern of stronger suppression (smaller Rp+Pb) for more
central collisions. In the Npart > 10 centrality class suppression now persists up to pt = 2− 3 GeV.
For the UGD with γ = 1 MV-model initial condition (lower end of the bands in Fig. 12) one observes, generically,

the expected pattern: i) at y = 0 there is suppression at low pt while Rp+Pb → 1 with increasing pt as the rapidity
evolution window shrinks; ii) there is slightly stronger suppression at low pt for Npart > 10 central collisions while
the centrality cut has very little effect at high pt; iii) the suppression increases with rapidity and Rp+Pb < 1 for
all pt <∼ 10 GeV at y = 2.
The behavior of Rp+Pb with AAMQS UGDs (γ = 1.119 initial condition, upper end of the bands in Fig. 12) in

central collisions is more intricate. At pt = 1 GeV we still find the expected decrease of Rp+Pb both with centrality
and rapidity. However, for pt >∼ 4 GeV we find that Rp+Pb is very similar at y = 0 and y = 2. This UGD exhibits
rather non-linear (in the valence charge density) anti-shadowing at high intrinsic kt and so particle production at
high pt in p+Pb collisions is dominated by fluctuations corresponding to a high valence charge density in the Pb
target (high Npart). This can be seen from the fact that at y = 2 and high pt there is little difference between the
minimum bias and Npart > 10 centrality classes.

12 In p+A collisions it is not straightforward experimentally to perform centrality selection via impact parameter cuts. Also, because
of large fluctuations impact parameter bins correspond to rather broad distributions of Npart.

varying saturation scale for 
forward photon RpA…

hadron spectra in CGC in 
central p+A…

b-dependence of nPDF modification

hep-ph/1209.2001
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Phys. Rev. C 91 (2015) 064905

pp

-0.8 < η < 0.8

effect of hard-
soft correlation…

huge effect when 
measuring multiplicity in 
the same acceptance as 

hard process…

more modest 
effect (~20%?) 

w/ rapidity 
separation

J. ADAM et al. PHYSICAL REVIEW C 91, 064905 (2015)
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FIG. 19. (Color online) QpPb spectra (points) of all primary charged particles for various centrality classes obtained with the different
centrality estimators explained in the text. The lines are from G-PYTHIA calculations. The systematic error on the spectra is only shown for the
V0A 0%–5% centrality bin and is the same for all others. The systematic uncertainty on pp and p-Pb normalization is shown as a gray box
around unity at pT = 0. The systematic uncertainty on ⟨TpPb⟩MB is shown as a light blue box around unity at high pT.

and 6.7% in the measured pT range, 0.15–50 GeV/c, with a
negligible ηcms dependence. The nuclear modification factor is
calculated by dividing the data by the reference pp spectrum
scaled by ⟨Ncoll⟩MB. The reference pp spectrum is obtained at
low pT (pT < 5 GeV/c) by interpolating the data measured
at

√
s = 2.76 and 7 TeV, and at high pT (pT > 5 GeV/c)

by scaling the measurements at
√

s = 7 TeV with the ratio
of spectra calculated with NLO pQCD at

√
s = 5.02 and

7 TeV [61]. The systematic uncertainty, given by the largest
of the relative systematic uncertainties of the spectrum at 2.76
or 7 TeV at low pT and assigned from the relative difference
between the NLO-scaled spectrum for different scales and the
difference between the interpolated and the NLO-scaled data
at high pT, ranges from 6.8% to 8.2%. For MB collisions the
nuclear modification factor RpPb is consistent with unity for
pT above 6 GeV/c.

The same analysis was repeated by dividing the visible cross
section (see Sec. II) in event classes defined by the centrality
estimators described above, and the QpPb were calculated by

using the values of ⟨Ncoll⟩ listed in Tables III and VII for each
given estimator. Figure 19 shows QpPb for different centrality
estimators and different centrality classes. The uncertainties of
the p-Pb and pp spectra are added in quadrature, separately,
for the statistical and systematic uncertainties. The systematic
uncertainty on the spectra is only shown for the V0A 0%–5%
centrality bin and is the same for all others, since all the
corrections are independent of centrality. The total systematic
uncertainty on the normalization, given by the quadratic sum
of the uncertainty on the normalization of the pp data and the
normalization of the p-Pb data, amounts to 6.0% and is shown
as a gray box around unity. The systematic uncertainty on
TpPb is shown as a light blue box around unity. For simplicity,
we draw only the uncertainty for the minimum-bias value
⟨TpPb⟩MB.

As expected, for CL1, V0M, and V0A, QpPb strongly
deviates from unity at high pT in all centrality classes, with
values well above unity for central collisions and below
unity for peripheral collisions. However, the spread between

064905-18

central  

peripheral



some remedies…
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“hybrid” model: use Pb-going 
ZDC to define centrality, 

translate to mid-rapidity (“QpPb”) 
one downside: lose central 

event sensitivity… 
DVP, Steinberg, hep/1412.0976 

see also PHENIX PRC 90 (2014) 034902 

correct for Hard-UE 
correlation bias, 

one downside: introduce 
model dependence

Jets w/ ALICE & ATLAS

Z’s w/ ATLAS
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Analysis of the apparent nuclear modification . . . ALICE Collaboration
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Fig. 4: Slope of RAA at low pT (in 0.5 < pT <
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ity percentile in Pb–Pb collisions at

p
sNN = 5.02

TeV. Vertical error bars denote statistical uncer-
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certainties.

displayed in filled, coloured symbols with their corresponding global uncertainties of about 10–
20% denoted at pT⇠0.1 GeV/c. As usual, if not otherwise stated, vertical error bars denote
statistical uncertainties, while the boxes denote the systematic uncertainties.

From central to peripheral collisions RAA increases, which in particular above about 10 GeV/c

can be understood as the progressive reduction of medium-induced parton energy loss. Further-
more, the shape is similar from the most central up to the 80–85% centrality class, namely an
increase at low pT, a maximum around 2–3 GeV/c, related to radial flow, then a decrease with
a local minimum at about 7 GeV/c, followed by a mild increase. Above 80–85% centrality, the
evolution is different as already at low pT the slope is negative and RAA decreases monotonously
with increasing pT. The change in behaviour seems to occur in the 75–85% interval, since the
80–85% RAA values appear to be the same or even lower than those of the 75–80% interval. For
the most peripheral classes, the reduction of the nuclear modification factor with increasing pT
is qualitatively similar to the one observed for low multiplicity p–Pb [39] collisions, indicating
that the underlying bias towards more peripheral collisions with a reduced rate of hard scatter-
ings per nucleon–nucleon collisions is the same. If instead of using N

mult
coll , we had used N

geo
coll in

the normalization of RAA, the results for peripheral collisions above 80% would be even lower,
namely by the ratio quantified in Fig. 1.

To quantify these observations we provide in Fig. 3 the average RAA at high pT (within 8 <
pT < 20 GeV/c), which increases smoothly from most central up to 70–75% centrality and
drops strongly beyond the 80–85% centrality class. The data are compared to a PYTHIA-based
model (HG-PYTHIA) [38], which for every binary nucleon–nucleon collision superimposes a
number of PYTHIA events incoherently without nuclear modification. The essential feature of
the model is that particle production per nucleon–nucleon collision originates from a fluctuating

8

nucl-ex/1805.05212

centrality bias in A+A?

jet quenching may turn 
off significantly sooner 

than expected… 
(and that models have been 

assuming in data…)

bias   from multiplicity 
selection

!26

“real” jet 
quenching



Large-xp, >0.1: “shrinking” of the proton

typical 
proton

small 
proton
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IP-Glasma and HERA data

Parameters fitted to H1 data
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Large geometric fluctuations are needed

Heikki Mäntysaari (BNL) Proton fluctuations Feb 8, 2017 / QM17 10 / 14

protons size & shape 
fluctuates event by event

can use the nucleus to observe 
average changes in the 

proton’s transverse size…

strikes fewer nucleons!
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Using (E, ~pT, pz)...

p1,i = (x1Ebeam,~0, x1Ebeam)

p2,i = (x2Ebeam,~0,�x2Ebeam)

p1,f = (pT cosh(y1), ~pT, pT sinh(y1))

p2,f = (pT cosh(y2), ~pT, pT sinh(y2))

p1,i + p2,i = p1,f + p2,f

Using Ebeam =
p
s/2,

x1 = pT(ey1 + ey2)/
p
s

x2 = pT(e�y1 + e�y2)/
p
s

In the limit y1 � y2, x1 ⇡ pTey1/
p
s

1
2 log(x1/x2) = y⇤ = 1

2(y1 + y2)

1

see slide 4: 

LHC data at multiple y, and 
LHC+RHIC data confirm 
shrinking is controlled by 

large-xp

theoretical extraction on 
quantitive meaning of 

“shrinking”

hep-ph/1709.04993

See also: Armesto et al, PLB 747 (2015) 441 , Bzdak et al, PRC 93 (2016) 044901 Majumder et al, PRC 97 (2018) 054904

PRC 93 (2016) 011902
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R. Weller and P. Romatschke, SuperSONIC

p+Pb p+Pb

p+Pb p+Pb Pb+Pb

Pb+PbPb+Pb

Pb+Pb

0-10% p+A & 70-90% A+A

where does the QGP “begin”?

 31



(historical) signatures of QGP formation

Collective (hydrodynamic) expansion 
Strangeness enhancement 
Thermal radiation  
Differential quarkonia melting 
Jet quenching (incl. HF quarks)

“bulk” or 
soft probes

hard or 
EW probes

!32



collective behavior in small systems

5

to detector alignment, data selection, and event plane
determination are also included in the systematic uncer-
tainty estimation.
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FIG. 3. | Measured vn(pT ) in three collision systems.

a, Measurements of v2(pT ) in the 0-5% most central p+Au,
d+Au, and 3He+Au collisions at

p
sNN = 200 GeV. A d+Au

event from a MC Glauber model is inset with the elliptic sym-
metry plane angle,  2, depicted. b, Measurements of v3(pT )
in the 0-5% most central p+Au, d+Au, and 3He+Au collisions
at

p
sNN = 200 GeV. A 3He+Au event from a MC Glauber

model is inset with the triangular symmetry plane angle,  3,
depicted. Each point in a,b represents an average over pT
bins of width 0.2 GeV/c to 0.5 GeV/c; black diamonds are
3He+Au, blue squares are d+Au, red circles are p+Au. Line
error bars are statistical and box error bars are systematic
(Methods).

Measurements of vn as a function of pT are shown for
all three systems in Fig. 3. The measurements are per-
formed in the 0-5% most central events, an experimen-
tally determined criterion which selects the 5% of events
with the largest number of produced particles (here-
after referred to simply as “multiplicity”) in the region
�3.9 < ⌘ < �3.1. A detailed description of the central-
ity determination in small systems is given in Ref. [25].
The vertical bars on each point represent the point-to-
point uncorrelated (i.e. statistical) uncertainties, while
the shaded boxes represent the point-to-point correlated
systematic uncertainties. The flow coe�cients follow the

prediction of hydrodynamical models shown in equation
(3). These relationships suggest that the primary driver
of azimuthal momentum anisotropies in particle emission
is initial spatial anisotropy.
While Fig. 3 o↵ers qualitative support for the hydro-

dynamic theory, Fig. 4 directly compares these data to
predictions from two hydrodynamical models, sonic [18]
(used in Fig. 2) and iEBE-VISHNU [26]. The core struc-
ture of the two models is similar: the initial condi-
tions are evolved using viscous hydrodynamics, the fluid
hadronizes, and, lastly, hadronic scattering occurs. How-
ever, the detailed implementations are di↵erent, includ-
ing the use of di↵erent fluctuations in the initial energy
deposited, as well as di↵erent hadronic rescattering pack-
ages. Both calculations in Fig. 4 use a ratio of the shear
viscosity ⌘ to entropy density s of ⌘/s = 0.08 ⇡ 1

4⇡ ,
the conjectured lower limit in strongly-coupled field the-
ories [27].
Figure 4 shows that the models are consistent with

the v2 data in all three systems. Both models capture
the magnitude di↵erence of v3 compared to v2, the col-
lision system dependence, as well as the general pT de-
pendence of v3. The models tend to diverge at higher
pT in the case of v3, which may be more sensitive to the
hadronic rescattering. Overall, the simultaneous descrip-
tion of these two observables in three di↵erent systems
using a common initial geometry model and the same
specific ⌘/s strongly supports the hydrodynamic picture.
The striking features of the data, in particular, the or-
dering of both v2 and v3 indicated in equation (3), make
it hard to reconcile with the qualitative predictions of
localized initial-state momentum correlation models.
It should be noted that while we have focused on hy-

drodynamical models here, there is an alternative class
of models that also translate initial spatial eccentricity to
final state particle azimuthal momentum anisotropy. In-
stead of hydrodynamic evolution, the translation occurs
via parton-parton scattering with a modest interaction
cross section. These parton transport models, for exam-
ple A Multi-Phase Transport (ampt) Model [28], can also
quantitatively describe the ordering of the measured v2
and v3 at low-pT in small systems [29], although, unlike
hydrodynamical models, it is not yet clear if a simultane-
ous description of both small and large collision systems
is possible while using the same model parameters gov-
erning the particle interactions.
While the initial geometry models for the d+Au and

3He+Au are largely constrained by our detailed under-
standing of the 2- and 3-body nucleon correlations in the
deuteron and 3He nuclei, respectively, the distribution of
deposited energy around each nucleon-nucleon collision
site could result in an ambiguity between the allowed
ranges of the ⌘/s and the broadening of the initial distri-
bution, as pointed out in Ref. [13]. However, a broader
distribution of deposited energy results in a significant
reduction of the "2 values and an even greater reduc-
tion of "3, with by far the largest reduction in the p+Au
system. Here again, the simultaneous constraints of the

nucl-ex/1805.02973

including in pp collisions!

successful description of vn in p/
d/3He+A systems within AA-like 

hydrodynamic framework

4

FIG. 2. Elliptic (v2), triangular (v3) and quadrupolar (v4) flow coe�cients from superSONIC simulations (bands) compared
to experimental data from ATLAS, CMS and ALICE (symbols) for p+p (left panel), p+Pb (center panel) and Pb+Pb (right
panel) collisions at

p
s = 5.02 TeV [58–62]. Simulation parameters used were ⌘

s = 0.08 and ⇣
s = 0.01 for all systems. Note that

ATLAS results for v3, v4 are only available for
p
s = 13 TeV, while all simulation results are for

p
s = 5.02 TeV.

imental measurements at mid-rapidity. The source code
to superSONIC is publicly available [57].

RESULTS

Using superSONIC with OSU initial conditions for the
nucleon, central p+p, p+Pb and Pb+Pb collisions atp
s = 5.02 TeV have been simulated using one single fluid

framework with fixed values of shear and bulk viscosity
coe�cients for all systems. The results for the di↵erential
elliptic, triangular and quadrupolar flow at midrapidity
from superSONIC are shown in Fig. 2 together with ex-
perimental results from the ALICE, CMS and ATLAS
experiments [58–62]. The size of the bands shown for su-
perSONIC calculations includes statistical errors for the
simulations as well as systematic uncertainties obtained
from changing the second-order transport parameter ⌧⇡.
The size of the uncertainty bands suggests that simula-
tion results for all systems shown are not strongly sensi-
tive to the presence of other, non-hydrodynamic modes,
and thus a hydrodynamic e↵ective description seems ap-
plicable.

Overall, Fig. 2 implies good agreement between the
superSONIC model and experiment at low momenta for
all collision systems when taking into account the sys-
tematic and statistical uncertainties in both the theory
and experimental results. It should be pointed out that
no fine-tuning of superSONIC parameters has been at-
tempted, so no precision fit of the experimental data can
be expected. Furthermore, note that in the case of p+p
collisions, ATLAS data for v3, v4 is only available forp
s = 13 TeV, more than twice the simulated collision

energy of
p
s = 5.02 TeV.

The case of p+p collision at
p
s = 5.02 TeV has more-

over been studied as a function of multiplicity, and re-
sults for the multiplicity, mean pion transverse momen-

tum, and integrated elliptic flow are shown in Fig. 3 to-
gether with experimental data. This figure suggests that
the multiplicity distribution is well represented in the
superSONIC model, while the pion mean transverse mo-
mentum only qualitatively matches experimental results:
the simulated hpT i values exceed the results measured
by ALICE (at

p
s = 7 TeV) at all multiplicities. This

finding is not surprising given that present simulations
did not include bulk viscous corrections to the pion spec-
tra, which can be expected to considerably a↵ect hpT i
results, cf. Refs. [38, 55, 63]. Given the extreme sensitiv-
ity of hpT i on bulk viscosity for proton+proton collisions
[38], it is quite possible that including bulk corrections to
spectra and/or fine tuning can lead to quantitative agree-
ment of simulation and experiment for hpT i in p+p col-
lisions, while not significantly altering results for p+Pb
and Pb+Pb collisions. Such fine-tuning is left for future
work.

Also shown in Fig. 3 is the integrated elliptic flow coef-
ficient as a function of multiplicity, indicating that v2 sat-
urates at high multiplicities similar to what is observed
experimentally. At low multiplicities, experimental pro-
cedures employed by di↵erent experiments lead to di↵er-
ent results. So while the method employed by the ATLAS
experiment suggests a near constant behavior of v2 as a
function of multiplicity, the method employed by CMS
(not shown in Fig. 3) by construction implies that inte-
grated v2 decreases as multiplicity is lowered. Neverthe-
less, reproducing the apparent saturation of integrated
v2 at around 6 percent for high multiplicities (for which
both ATLAS and CMS experiments agree on) is non-
trivial for any model as this trend depends on the choice
of shear viscosity and nucleon initial state parameters.

For p+Pb collisions and Pb+Pb collisions at
p
s = 5.02

TeV, the model results for dN
dy for the 0-5% highest mul-

tiplicity events are within five percent of the experimen-
tal values at midrapidity [64, 65] when converting super-
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strangeness 
enhancement

Enhanced production of multi-strange hadrons in high-multiplicity pp ALICE Collaboration

|< 0.5η|〉η/dchNd〈
10 210 310

)− π++ π
Ra

tio
 o

f y
ie

ld
s 

to
 (

3−10

2−10

1−10

16)× (+
Ω+−Ω

6)× (+
Ξ+−Ξ

2)× (Λ+Λ

S
02K

ALICE
 = 7 TeVspp, 

 = 5.02 TeVNNsp-Pb, 
 = 2.76 TeVNNsPb-Pb, 

PYTHIA8
DIPSY 
EPOS LHC

Fig. 2: pT-integrated yield ratios to pions (p+ + p�) as a function of hdNch/dhi measured in |y| < 0.5. The
error bars show the statistical uncertainty, whereas the empty and dark-shaded boxes show the total systematic
uncertainty and the contribution uncorrelated across multiplicity bins, respectively. The values are compared to
calculations from MC models [30–32] and to results obtained in p–Pb and Pb–Pb collisions at the LHC [6, 10, 11].
For Pb–Pb results the ratio 2L / (p++p�) is shown. The indicated uncertainties all represent standard deviations.

The pT-integrated yields are computed from the data in the measured ranges and using extrapolations
to the unmeasured regions. In order to extrapolate to the unmeasured region, the data were fitted with
a Tsallis-Lévy [10] parametrization, which gives the best description of the individual spectra for all
particles and all event classes over the full pT range (Figure 1). Several other fit functions (Boltzmann,
mT-exponential, pT-exponential, blast-wave, Fermi-Dirac, Bose-Einstein) are employed to estimate the
corresponding systematic uncertainties. The fraction of the extrapolated yield for the highest(lowest)
multiplicity event class is about 10(25)%, 16(36)%, 27(47)% for L, X and W, respectively, and is negli-
gible for K0

S
. The uncertainty on the extrapolation amounts to about 2(6)%, 3(10)%, 4(13)% of the total

yield for L, X and W, respectively, and it is negligible for K0
S
. The total systematic uncertainty on the

pT-integrated yields amounts to 5(9)%, 7(12)%, 6(14)% and 9(18)% for K0
S
, L, X and W, respectively. A

significant fraction of this uncertainty is common to all multiplicity classes and it is estimated to be about
5%, 6%, 6% and 9% for K0

S
, L, X and W, respectively. In Figure 2, the ratios of the yields of K0

S
, L, X

and W to the pion (p++p�) yield as a function of hdNch/dhi are compared to p–Pb and Pb–Pb results at
the LHC [6, 10, 11]. A significant enhancement of strange to non-strange hadron production is observed
with increasing particle multiplicity in pp collisions. The behaviour observed in pp collisions resembles
that of p–Pb collisions at a slightly lower centre-of-mass energy [11], in terms of both the values of the
ratios and their evolution with multiplicity. As no significant dependence on the centre-of-mass energy

4

Nature Physics 13 (2017) 535

strange / light hadron 
yield ratios reach “AA”-

like at large multiplicity…

“smooth” evolution from 
pp to pA to AA, with 
regimes overlapping
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PHENIX measurement in small systems 

May 18, 2018 Norbert Novitzky 33 
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PHENIX measured the direct 
photon yield in p+Au 
collision. 
 
•  Min. bias is consistent 

with enhancement or 
unity – similar as in d+Au 
collisions 

•  The 0-5% centrality is 
indicating beyond 1σ 
enhancement from 
scaled p+p collisions. 

Are there really thermal photons in p+Au? 
•  Not yet conclusive, but very suggestive 

Vladimir Khachatryan, Mon 16:50 Thermal radiation at small systems? 

May 18, 2018 Norbert Novitzky 30 

Phys. Rev. C 95, 014906 
Collectivity is observed in all ‘small systems’ from 
high multiplicity p+p to p+A collisions. 
 
Question: Is there a QGP formed in these 
collisions? 
 
Theory model predicts also a thermal 
enhancement in the low-pT direct photons: 
•  Largest at LHC, less visible in the larger ‘small 

systems’  RpPb>RpAu>RdAu>RHeAu 
 
Currently had only the d+Au minimum bias data 
and it was not conclusive. Data is consistent with 
the enhancement and with unity. 

thermally radiating p+A system?

N. Novitzky, QM ‘18

models tuned to A+A data 
predict thermal photon rates in 

small systems…
!35

evidence of (small) thermal 
radiation in 0-5% p+A?



differential quarkonium melting
(focus on Upsilon @ LHC, no regeneration effects…)
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Figure 4: Single cross section ratios U(2S)/U(1S) for |yCM| < 1.93 versus (left) transverse energy
measured at 4.0 < |h| < 5.2 and (right) charged-particle multiplicity measured in |h| < 2.4,
for pp collisions at

p
s = 2.76 TeV (open circles) and pPb collisions at psNN = 5.02 TeV (closed

circles). Both figures also include the U(2S)/U(1S) ratios for |yCM| < 2.4 measured in PbPb
collisions at psNN = 2.76 TeV (open stars). The error bars in the figures indicate the statistical
uncertainties, and the boxes represent the point-to-point systematic uncertainties. The global
uncertainties of the results are 7%, 8%, and 8% for the pp, pPb, and PbPb, respectively. The
results are available in tabulated form in Tables 4 and 6, with binning information provided in
Tables 3 and 6.

For comparison, similarly corrected PbPb ratios, U(2S)/U(1S), are computed from the double
ratios presented in Ref. [2] versus percentiles of transverse energy deposited in the HF in the
2.9 < |h| < 5.2 range, which define the centrality of the PbPb event. The point-to-point sys-
tematic uncertainties are obtained as described in Ref. [2] and are in the range 13–85% across
all bins, while the 8% global uncertainty is calculated as for the activity-integrated results de-
scribed above. The statistical uncertainty ranges from 24% to 139%. Because there is a relatively
strong correlation between the charged-particle multiplicity and the transverse energy in PbPb
collisions, the results reported here are not obtained by repeating the analysis as a function of
N

|h|<2.4
tracks , but by estimating, in the dimuon sample, the corresponding N

|h|<2.4
tracks value for each of

the HF energy-binned results [2]. The estimation is done using a low-multiplicity PbPb sample
reconstructed with the same reconstruction algorithm as the pp and pPb data, and the pub-
lished PbPb pT charged-track distribution [38] to account for the change in pT shape between
different PbPb event activity categories. Although the full HF acceptance is used for the cen-
trality selection in PbPb, the plotted transverse energy is scaled to the same pseudorapidity
coverage as the pp and pPb datasets (4.0 < |h| < 5.2) using the results in Ref. [39].

In Fig. 4, the U(2S)/U(1S) ratios from the three collision systems are plotted versus E
|h|>4
T in the

left panel, and versus N
|h|<2.4
tracks in the right panel. A logarithmic x-axis scale is chosen to allow

displaying the three systems together. The relatively wide most peripheral (50–100%) PbPb bin
has little overlap with the highest-multiplicity pPb bin, preventing a direct comparison of the
two systems at the same event activity. It should be noted that, within (large) uncertainties, the
PbPb centrality dependence is not pronounced [2] and that all pp and pPb ratios are far above
the PbPb activity-integrated ratio, shown in the right panel of Fig. 2.

relative 2S/1S yields (e.g. 
no absolute RpA required)

common trend in pp, pA, AA…

[nS/1S]pA / [nS/1S]pp ratios

EPJC 78 (2018) 171JHEP 1404 (2014) 103

suppression in 0-20%?
!36



(historical) signatures of QGP formation

Collective (hydrodynamic) expansion 
Strangeness enhancement 
Thermal radiation  
Differential quarkonia melting 
Jet quenching (incl. HF quarks)

“bulk” or 
soft probes

hard or 
EW probes
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FIG. 1: Invariant yields of electrons from heavy-flavor decays
for different Au+Au centrality classes and for p+p collisions,
scaled by powers of ten for clarity. The solid lines are the re-
sult of a FONLL calculation normalized to the p+p data [18]
and scaled with ⟨TAA⟩ for each Au+Au centrality class. The
insert shows the ratio of heavy-flavor to background electrons
for minimum bias Au+Au collisions. Error bars (boxes) de-
pict statistical (systematic) uncertainties.

lisions, and our corresponding π0 data [6, 29]. The data
indicate strong coupling of heavy quarks to the medium.
While at low pT the suppression is smaller than that of
π0, RAA of heavy-flavor decay electrons approaches the
π0 value for pT > 4 GeV/c although a significant con-
tribution from bottom decays is expected at high pT.
The large vHF

2 indicates that the charm relaxation time
is comparable to the short time scale of flow development
in the produced medium. It should be noted that much
reduced uncertainties and the extended pT range of the
present data permit the comparisons of RAA and v2 of
the heavy and light flavors.

More quantitative statements require theoretical guid-
ance. Figure 3 compares the RAA and v2 of heavy-flavor
electrons with models calculating both quantities simul-
taneously. A perturbative QCD calculation with radia-
tive energy loss (curves I) [30] describes the measured
RAA reasonably well using a large transport coefficient
q̂ = 14 GeV2/fm, which also provides a consistent de-
scription of light hadron suppression. This value of q̂

partN
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FIG. 2: RAA of heavy-flavor electrons with pT above 0.3 and
3 GeV/c and of π0 with pT > 4 GeV/c as function of centrality
given by Npart. Error bars (boxes) depict statistical (point-
by-point systematic) uncertainties. The right (left) box at
RAA = 1 shows the relative uncertainty from the p+p refer-
ence common to all points for pT > 0.3(3) GeV/c.
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2 of heavy-flavor electrons in
minimum bias collisions compared with π0 data [29] and the
same models. Errors are shown as in Fig. 2.

would imply a strongly coupled medium. In this model
the azimuthal anisotropy is only due to the path length
dependence of energy loss, and the data clearly favor
larger vHF

2 than predicted from this effect alone.
Figure 3 also shows that the large vHF

2 is better repro-
duced in Langevin-based heavy quark transport calcula-

substantial E-loss & flow of 
HF electrons in RHIC Au+Au but very large “flow”(??)

PRL 98 (2007) 172301

collective behavior 
of HF quarks

➡ η/s = 1/4π bound! ➡ how to understand soft & 
hard physics together?
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Table 4: Di↵erential cross-section d�
dy⇤ (mb) for prompt D0 meson production as a function of

|y⇤| in pPb forward and backward data, respectively. The first uncertainty is statistical, the
second is the component of the systematic uncertainty that is uncorrelated between bins and
the third is the correlated component.

Forward (mb)
y⇤ 0 < pT < 10GeV/c

[1.5, 2.0] 115.19± 0.53± 0.91± 9.99
[2.0, 2.5] 107.05± 0.29± 0.50± 5.73
[2.5, 3.0] 93.90± 0.27± 0.38± 4.14
[3.0, 3.5] 80.76± 0.33± 0.42± 3.71
[3.5, 4.0] 64.24± 0.55± 0.58± 4.79

Backward (mb)
y⇤ 0 < pT < 10GeV/c

[�3.0,�2.5] 126.35± 0.78± 0.95± 15.54
[�3.5,�3.0] 120.84± 0.53± 0.53± 8.89
[�4.0,�3.5] 104.93± 0.58± 0.47± 6.66
[�4.5,�4.0] 87.92± 0.85± 0.52± 6.13
[�5.0,�4.5] 65.32± 1.57± 0.68± 7.07

]c [GeV/
T
p

0 2 4 6 8 10

pP
b

R

0

0.5

1

1.5

2

 = 5 TeVNNs
LHCb

Backward

LHCb
EPS09LO
EPS09NLO
nCTEQ15

]c [GeV/
T
p

0 2 4 6 8 10

pP
b

R

0

0.5

1

1.5

2

 = 5 TeVNNs
LHCb

Forward

LHCb
EPS09LO
EPS09NLO
nCTEQ15
CGC

Figure 5: Nuclear modification factor RpPb as a function of pT for prompt D0 meson production
in the (left) backward data and (right) forward data, integrated over the common rapidity
range 2.5 < |y⇤| < 4.0 for pT < 6GeV/c and over 2.5 < |y⇤| < 3.5 for 6 < pT < 10GeV/c.
The uncertainty is the quadratic sum of the statistical and systematic components. The CGC
predictions are only available for the forward region.

e↵ects are due to the creation of a hydrodynamic system, momentum anisotropies at the
quark level can arise, which may modify the final distribution of observed heavy-quark
hadrons [70]. Since the measurements in this analysis do not consider a classification
in charged particle multiplicity, potential modifications in high-multiplicity events are
weakened as the presented observables are integrated over charged particle multiplicity.
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RpA compatible with only nPDF / 
saturation effects…



➡ Search for small effects (low-pT jets / hadrons), in 
central collisions 

➡ Central RpA difficult to control systematically (and 
can encode large, non-jet quenching physics) 

➡ Use event-by-event (or jet-by-jet) quenching 
observables 

how to measure jet 
quenching in p+A?

 39



Jet Mass in p-Pb collisions 

 Reasonable agreement between data and PYTHIA calculations for jet mass.  
 Within 10-20%, some tensions in the tails.  

 Slightly worst agreement with HERWIG, in particular in the low mass tail.  

 p-Pb measurement can be used as reference for the comparison with the 
Pb-Pb one.   

√s = 5.02 TeV. Charged jets, R = 0.4, 60 < pT < 120 GeV/c 
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quenching-sensitive jet shapes
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dijet and ɣ+jet pT balance

E-by-E energy loss in 2013 data

➡null effect, but all at high-pT 
or in “minimum bias” events
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FIG. 9. (Color online) The vn(pa
T) with n = 2 to 5 for six N rec

ch event-activity classes obtained for |!η| > 2 and the pb
T range of 1–3 GeV.

The error bars and shaded boxes represent the statistical and systematic uncertainties, respectively. Results in 220 ! N rec
ch < 260 are compared

to the CMS data [28] obtained by subtracting the peripheral events (the number of off-line tracks Noff
trk < 20), shown by the solid and dashed

lines.

pT up to 3–5 GeV and then decrease, but remain positive at
higher pT. For all event classes, the magnitude of the vn is
largest for n = 2, and decreases quickly with increasing n.
The ATLAS data are compared to the measurement by the
CMS experiment [28] for an event-activity class in which the
number of off-line reconstructed tracks, Noff

trk , within |η| < 2.4
and pT > 0.4 GeV is 220 ! Noff

trk < 260. This is comparable to
the 220 ! N rec

ch < 260 event class used in the ATLAS analysis.
A similar recoil removal procedure, with Noff

trk < 20 as the
peripheral events, has been used for the CMS data. Excellent
agreement is observed between the two results.

The extraction of the vn from vn,n relies on the factorization
relation in Eq. (9). This factorization is checked by calculating
vn using different ranges of pb

T for events with N rec
ch " 220

as shown in Fig. 10. The factorization behavior can also be
studied via the ratio [49,50]

rn

(
pa

T,pb
T

)
=

vn,n

(
pa

T,pb
T

)
√

vn,n

(
pa

T,pa
T

)
vn,n

(
pb

T,pb
T

) , (11)

with rn = 1 for perfect factorization. The results with recoil
subtraction (rn) and without subtraction (runsub

n ) are summa-
rized in Fig. 11, and they are shown as functions of pb

T − pa
T,

because by construction the ratios equal 1 for pb
T = pa

T. This
second method is limited to pa,b

T # 4 GeV, because requiring
both particles to be at high pT reduces the number of the

available pairs for vn,n(pa
T,pa

T) or vn,n(pb
T,pb

T). In contrast,
for the results shown in Fig. 10, using Eqs. (9) and (10),
the restriction applies to only one of the particles, i.e., pb

T #
4 GeV.

Results in Figs. 10 and 11 show that, in the region where
the statistical uncertainty is small, the factorization holds to
within a few percent for v2 over 0.5 < pa,b

T < 4 GeV, within
10% for v3 over 0.5 < pa,b

T < 3 GeV, and within 20%–30%
for v4 over 0.5 < pa,b

T < 4 GeV (Fig. 10 only). Furthermore,
in this pT region, the differences between rn and runsub

n are
very small (<10%) as shown by Fig. 11, consistent with the
observation in Fig. 8. This level of factorization is similar to
what was observed in peripheral Pb + Pb collisions [9].

Figure 11 also compares the rn data with a theoretical
calculation from a viscous hydrodynamic model [51]. The
model predicts at most a few percent deviation of rn from
1, which is attributed to pT-dependent decorrelation effects
associated with event-by-event flow fluctuations [49]. In most
cases, the data are consistent with the prediction within
uncertainties.

Figure 12 shows the centrality dependence of v2, v3, and v4
as functions of N rec

ch and EPb
T . The results are obtained for 0.4 <

pa,b
T < 3 GeV, both before and after subtraction of the recoil

contribution. The difference between vunsub
n and vn is very

small in central collisions, up to 3%–4% for both event-activity
definitions. For more peripheral collisions, the difference is

044906-12

high-pT v2 in ultra-central p+A?
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nucl-ex/1808.03951

in AA systems, high-pT (> 10 GeV) 
v2 understood as energy loss  
(diff. energy loss in vs. out of plane)

In 2013 p+Pb data, large v2 @ 
pT ~ 10 GeV in 0-1% p+Pb…



hadron+recoil jet correlations

unmodified recoil jet                     
pT distributions…                          

Constraints on jet quenching in p–Pb collisions ALICE Collaboration
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Fig. 4: Ratio of Drecoil distributions for events with high and low EA measured in p–Pb collisions at
p

sNN =

5.02 TeV. Left panels: V0A 0–20% / 50–100%; right panels: ZNA 0–20% / 50–100%. Upper panels: R = 0.2;
lower panels: R = 0.4. The grey boxes show the systematic uncertainty of the ratio, which takes into account the
correlated uncertainty of numerator and denominator. The red line indicates the ratio for a pT-shift of the high-EA
distribution of �0.4 GeV/c.

of-cone is independent of p
ch
T,jet, which is consistent with the observation that the ratios REA in Fig. 4

are independent of p
ch
T,jet within uncertainties. The assumption that the average magnitude of out-of-cone

radiation is independent of p
ch
T,jet is likewise consistent with Drecoil measurements in Pb–Pb collisions

at 2.76 TeV [22]. Consideration of a more complex dependence on p
ch
T,jet is beyond the scope of this

phenomenological study.

The ratios REA are then expressed in terms of an average shift s̄ in p
ch
T,jet between low and high EA

events, where s̄ = �b · ln(REA). Fits to Drecoil for R = 0.4 over the range 15 < p
ch
T,jet < 50 GeV/c give

b = 9.26± 0.33 GeV/c for 50–100% ZNA and b = 9.05± 0.30 GeV/c for 50–100% V0A. Fits to the
ratios in Fig. 4 then give s̄ = (�0.12± 0.35stat ± 0.03syst)GeV/c for 0–20% ZNA, and s̄ = (�0.06±
0.34stat ± 0.02syst)GeV/c for 0–20% V0A, both of which are consistent with zero within uncertainties.
Fits to narrower ranges in p

ch
T,jet give similar results.
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push to lower pT (15-50 GeV), 
central events (0-20%)

sets empirical limit on out-of-cone E-loss, but some 
subtleties (can both jets lose E, etc.?)
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Abstract Proton–proton (pp) data show collective effects,
such as long-range azimuthal correlations and strangeness
enhancement, which are similar to phenomenology observed
in heavy ion collisions. Using simulations with and without
explicit existing models of collective effects, we explore new
ways to probe pp collisions at high multiplicity, in order to
suggest measurements that could help identify the similari-
ties and differences between large- and small-scale collective
effects. In particular, we focus on the properties of jets pro-
duced in ultra-central pp collisions in association with a Z
boson. We consider observables such as jet energy loss and
jet shapes, which could point to the possible existence of
an underlying quark-gluon plasma, or other new dynamical
effects related to the presence of large hadronic densities.

1 Introduction

There has been a recent surge of interest in collective effects
in small systems with high final state multiplicity due to mea-
surements of strangeness enhancement from ALICE [1] and
large-angle particle correlations (the ‘ridge’) by ATLAS [2]
and CMS [3,4]. These effects are not reproduced by the stan-
dard Monte Carlo (MC) event generators for pp collisions,
based on standard Quantum Chromodynamics (QCD) evo-
lution and well-tested models of hadronization [5–11]. The
features of these phenomena resemble those exhibited by the
Quark Gluon Plasma (QGP) formed in heavy ion (HI) colli-
sions. If parameterized in terms of dN/dη, the evolution of
the observed effects with dN/dη in pp smoothly matches to
the size of the effects observed in HI collisions, where they are
interpreted in terms of QGP dynamics (see e.g. Fig. 2 in Ref.
[1]). It is therefore tempting to speculate that a sort of “mini-
QGP” might be formed in (or might be responsible for) the
highest dN/dη events in pp. Alternative interpretations have
nevertheless been put forward, relying on a more complex

a e-mail: bnachman@cern.ch

description of the fragmentation phase of the event genera-
tion [12–14]. These descriptions of the collective phenomena
make no reference to a QGP, and derive their results from a
more extended network of interactions among the partons
emerging from the usual (T = 0) evolution of the partonic
final state. More generally, the experimental facts raise the
question of whether the description of large-multiplicity final
states in pp collisions boils down to finding the right knobs
to tune in some fragmentation model, or whether it requires
the understanding of a new dynamical phase of high-energy
hadronic interactions.

In this paper we propose a set of observables that, while
being sensitive to the reported collective effects, would likely
lead to different results depending on whether the QGP is
active or not. In particular, we consider jet observables, which
in the presence of a QGP are expected to undergo quench-
ing effects that may not exist in non-QGP models of collec-
tive effects in pp. We analyze Z + jet events, and study the
properties of the jets and of the surrounding environment,
as a function of the track multiplicity. We focus on both the
strangeness enhancement and on the potential quenching of
the jet recoiling against the Z boson. We show that the MC
models predicting strange enhancement in high-multiplicity
minimum bias events continue exhibiting large differences
in the modeling of strange hadron production, with respect
to the standard MCs. We also show, perhaps not surprisingly,
that those models do not lead to an observable quenching of
the jet energy, and an observable such as pT,J /pT,Z shows no
significant dependence on dN/dη, matching the prediction
of MCs that do not model collective effects.

We suggest that the experimental study of strangeness
enhancement and quenching in Z (or γ ) plus jet events might
help in better assessing the true nature of the collective phe-
nomena recently observed in pp collisions, proving or dis-
proving their QGP-like origin, and providing valuable data to
improve the MC models and their tuning. Studies in pPb by
ATLAS [15–26], CMS [27–41], ALICE [42–80], and LHCb
[81–86] have also started to probe an intermediate regime
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(historical) signatures of QGP formation

Collective (hydrodynamic) expansion 
Strangeness enhancement 
Thermal radiation  
Differential quarkonia melting 
Jet quenching (incl. HF quarks)

“bulk” or 
soft probes

hard or 
EW probes

How should we understand these data together?

?

!44

Do we understand the meaning of these in small systems?



thank you!

questions?

you can also find me at lunch…


