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Overview

• ATCA based.

• Uses Xilinx SoC technology (Zynq 7).

• COB: ATCA carrier board.

• 8 DPM data processing RCE
mezzanine modules (FW+ARM CPU
running Linux).

• 1 DTM timing and switch control RCE
mezzanine module.

• 96 MGT lanes to Rear Transition
Module (RTM) per ATCA board.

• ATLAS TTC via RMB mezzanine on
RTM.

• Interconnect between RCEs and
boards (backplane) via 10GBE.
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Setup

• 1 COB with 2 DPMs (4 RCEs, only 3 needed).
• 20 FEI4 frontends per RCE.
• 3 VLDBs, each connected to one RCE via SFP RTM (LC fiber).
• Could also use Desy GBT boards instead if available.
• Special cables from VLDB or Desy GBT board to the end of stave.
• Provides readout for 60 FEI4 chips.
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Hardware

• One 2-slot ATCA crate with 2 COBs (with 4 and 1 DPMs respectively) and SFP
RTMs is installed in the rack area at SR1.

• We have 4 optical fibers (LC pairs, multimode) going from the RCEs to the
outside of the radiation area from RCE QA for IBL. They can be routed into the
radiation area.
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Software

• Software for the RCE
system exists.

• Extensive list of FEI4
scans from IBL QA.

• Up to 64 FEs are
currently supported in
the GUIs.

• calibGui for scanning
and tuning.

• cosmicGui for data
taking.
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Summary and Comments

Comments:
• ATLAS TTC interface (and LTP crate) are also available.
• A new DTM with a very low jitter clock is in preparation.
• New common ITK software is in preparation.
• Data taking modes:

• Test beam (cosmicGui, readout via TCP/IP).
• S-Link via SFP conformal with ATLAS.
• Also considering R-UDP through a FW-interface.

• The project is a collaboration between Götttingen, Wuppertal, and SLAC.

Summary:
• DAQ Hardware, firmware, and software for reading out 60 FEI4 frontends with

the RCE system exist in SR1 with the exception of the VLDBs (currently have 1
at SR1).

• Electrical cables to the staves are needed.
• Similar setups with less frontends has been run successfully, e.g. one IBL stave

with 14 working frontends in Wuppertal.
• A system with 1 COB, 1 VLDB, and 1 FEI4 is currently set up at SR1.

=⇒ The system is basically ready for the demonstrator.
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