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1A EXPERIMENT

Run Number: 201283, Event Number: 24151616
Date: 2012-04-15 16:52:58 CEST
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Pick the interesting events

tracks
q

Energy
deposits

40 million per second
* Fast, simple information

* Hardware trigger in
a few micro seconds

100 thousand per second

* Fast algorithms in local
computer farm

* Software trigger in <1 second

Few 100 per second =
* Recorded for study g

17 January 2017 | J for the LHC



Pick the interesting events: Data size

[]~1 Petabyte per
second?

« Cannot afford to store it

- 1 year’s worth of LHC data at
1 PB/s would cost few
hundred trillion dollars/euros

- Have to filter in real time to
keep only “interesting” data

- We keep 1 event in a million
* Yes, 99.9999% is thrown away

[[>>6 Gigabytes per
second

17 January 2017




CERN Data Centre

BATCH JOBS (#) EOS ACTIVE DATA TRANSFERS (#) FILE TRANSFER THROUGHPUT (GBIS)
OTHER @ ATLAS @ CNS @ ALICE @ LHCB per 12h | (21575 hits) PUBLIC @ ATLAS @ CNS @ ALICE @ LHCR per 12h | (34607 hits) @ ATLAS @ CHS @ ALICE @ LHCB per12h| (25893 hits)
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. Built in the 70s on the CERN site (Meyrin-Geneva), 3.5 MW for
equipment

. Extension located at Wigner (Budapest), 2.7 MW for equipment

. Connected to the Geneva CC with 3x100GD links (24 ms RTT)

. Hardware generally based on commodity

. 15,000 servers, providing 190,000 processor cores

. 80,000 disk drives providing 250 PB disk space

. 104 tape drives, providing 140 PB

17 January 2017




WLCG Collaboration

L

September 2016:
63 MoU'’s
167 sites; 42 countries

CPU: 3.8 M HepSpec06 Wﬂ

L] ’ . s Running jobs: 441353 .
If today’s fastest cores: ~ 350,000 cores B ol o 6350003

* Actually many more (up to 5 yr old cores)

/‘I'ransfer rate: 35.32 GiB/sec .
Disk 310 PB

Tape 390 PB




Data distribution

2 Global transfer rates increased Monthly traffic growth on LHCONE
to > 40 GB/s
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Several Tier 1s have increased network
bandwidth to CERN to manage new data
Increased performance everywhere: rates;

- Data acquisition >10PB / month GEANT has deployed additional capacity
- Data transfer rates > 40 GB/s globally for LHC

Regular transfers of 80 PB/month with 100 PB/month during July-Aug
(many billions of files)
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= CPU utilization

5 CPU Ddlivered: HS06-hours/ month
g a ®ALCE = ATLAS = QMS = LHG

&
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keeps increasing

Does not include

non grid resources
(HPCs, clouds,
volunteer computing)

mALCE = ATIAS EQMS = LHGD
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Transfered Data Amount per Virtual Organization for WRITE Requests

Data Amount (TB)

2017 to date: ~35 PB of LHC data

(was 18.5 PB at the last LHCC)
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Steady transfer rate in WLCG
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' . CERN
Grid vs Cloud LT e

“Cloud computing” has become the standard

- Web based solutions (http/https and RES)
- Virtualisation, upload virtual machine images to remote sites

' *  GRID has mainly a scientific user base

- Complex applications running across multiple sites, but
works like a cluster batch system for the end user

— Mainly suitable for parallel computing and massive data
processing

. Technologies converging
— “Internal Cloud” at CERN — OpenStack
- Xbatch — extending to external cloud providers

— CernVM - virtual machine running e.g. at Amazon
- “Volunteer Cloud” - LHC@home 2.0
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http://cern.ch/lhcathome
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Volunteer grid - LHC@home LT

Department

* LHC volunteer computing

— Allows us to get additional computing
resources for e.g. accelerator physics
and theory simulations

* Based on BOINC

“Berkeley Open Infrastructure for
Network Computing”

— Software platform for distributed
computing using volunteered computer
resources

— Uses a volunteer PC’s unused CPU 8 —— | BAE core clent
cycles to analyse scientific data —

e )

— Virtualization support - CernVM

BOINC - CernVM
Wrapper

— Other well known projects

|
|
|
|
|
|
|
|
SETI@Home | |
|
|
|
|
|
|
|

Climateprediction.net

‘ IR
CERN IT Depa
CH-1211 Genéve 23

Switzerland repository %
www.cern.ch/it
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http://cern.ch/lhcathome
http://cernvm.cern.ch/
mailto:Einstein@Home

El LHC@home

You can help us!
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our Universe.

As a volunteer, you can help us by donating
CPU when your computer is idle

*  Connect with us on:
— http://cern.ch/Ihcathome
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LS3 14 TeV
energy

LS2 14 TeV
13 TeV
injector upgrade 5to 7 x
Cryo RF P4 Ir:tyer'agllton HL-LHC nominal luminosity
E;Iv:: ETnglpP 1(:?"; reglons installation
mmmmmmmllllllllw
ATLAS - CMS
upgrade phase 1 Gamage ATLAS - CMS
nominal luminosity 2 x nom. luminosity ALICE - LHCb r—'zix fomna Iuminositygl itk LUCIO ROSSI -
-
— S HL-LHC Workshop
CERN, 30 Oct
300 ' lamihosity

* Run3 (2021): major LHCb/ALICE upgrades
* Run4 (2026): major ATLAS/CMS upgrades, high-luminosity LHC

— more data (higher luminosity) — and correspondingly more MC to generate/simulate

—more complex events (higher pileup)

ITTF — 39 November 2017 17
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https://indico.cern.ch/event/647676/timetable/

L 5 0 N e s o
3505_ ATLAS Online, Vs=13 TeV JLdt=87 fb! _f

E 2015: <u>=135
[ 2016:<p>=249 —
[ 2017:<u>=375 A
[ Total: <u>=31.1

Proof of Concept, Proof of Challenge

] CMS Experiment at the LHG, GERN
ATLAS 7 ' q Datavecorded: 2016-0cta14 09:33:30.044032 GMT. i =
Run / Event 7L.S: 283171 /95092595 /195 2 30 vertices

F public lumi
100 =t

Delivered Luminosity [pb/0.1]
n
(4
T

AN - -
10 20 30 40 50 60 70
Mean Number of Interactions per Crossing

Pileup (2017):
uw ~ 30 to 60

@ Real-life event with HL-LHC-like pileup from special run in
Pi|eup (2026) 2016 with individual high intensity bunches

u ~ 130 to 200

Josh Bendavid (CERN/LPC) CMS HL-LHC 5

J. Bendavid — HL-LHC workshop — CERN, 30 Oct 2017

A. Valassi — HSF CWP ITTF — 39 November 2017 18



https://indico.cern.ch/event/647676/timetable/
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2#Pileup_Interactions_and_Data_Tak
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2#Pileup_Interactions_and_Data_Tak

Computing resource challenges

TO+T1+ T2 CPU (kHS06)

CPU Fraction per Activity
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Shortfall of resources for HL-LHC: factor ~7 for disk, factor ~4 for CPU

“The amount of data that experiments can collect and process in the future
will be limited by affordable software and computing, not by physics”

N A Valassi - HSF CWP ITTF - 3 November 2017 19
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https://indico.cern.ch/event/570975/

Technology and market trends

CHF/HS06 Price/performance evolution of installed CPU servers

L * Improvement per year: ~10-20%
for CPU and ~20-30% for disk
s \\‘ —already included in ATLAS and
\ CMS projections at the LHCC
P —Moore’s law and Kryder’s law

21% improvement/year

10.00 G 14% )
Tt are slowing down

22 '0..-4: Rt T =

20% @° 9.l A~ x2.2

i 3

1.00 .
* More diverse landscape, too

bl Price/performance evolution of installed disk server storage _mu|ti_ and many_core processors

— —wide vector registries

- NN ~GPGPUSs, FPGAs, ARM, HPCs...
ST, —memory bandwidth relatively low

38%

Rt —many programming models
= "0-.:;'.”;-..._"
°$. ® L X
0.010 ! 30% “ted ;i

* Technology alone will not solve
i 2005 2006 2007‘2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 th e H L -L H C r e S O u r Ce C h a I I e n ge

B. Panzer — Technology tracking twiki — May 2017

C\ﬁw A. Valassi — HSF CWP ITTF — 39 November 2017 20

NS,



https://twiki.cern.ch/twiki/bin/view/Main/TechMarketPerf

Many software challenges

* Improved algorithms, Machine Learning (ML)

- “ML” as Neural Networks used for more than 20 years in HEP

- Alot of development in the IT industry in this area, scope for re-
use and improvements

» \ectorisation, GPUs, other architectures
e Data Analysis model and software changes

* Visualisation

e Storage and preservation
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The Balance between Academic Freedom,
Operations & Computer Security

http://cern.ch/security @V



Open Data
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Open Data - Open Knowledge

CERN & the LHC experiments have made the first steps

towards Open Data (http://opendata.cern.ch/) ®
Key drivers: Educational Outreach & Reproducibility o
Increasingly required by Funding Agencies °

Paving the way for Open Knowledge as envisioned by
DPHEP (http://dphep.org)
ICFA Study Group on Data Preservation and Long
Term Analysis in High Energy Physics

T e e el etk CERN has released Zenodo, a platform for Open Data as a
Syt s bt Service (http://zenodo.org)?

e £ . Building on experience of Digital Libraries & Extreme scale
- data management

——— *  Targeted at the long tail of science
. Citable through DOls, including the associated software

. Generated significant interest from open data publishers
el such as Wiley, Ubiquity, F1000, eLife, PLOS

Initially cofunded by the EC FP7 OpenAire series of projects


http://opendata.cern.ch/
http://opendata.cern.ch/
http://opendata.cern.ch/
http://dphep.org/
http://zenodo.org/

Training
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CERN School of Computing

from 28 August 2016 to 10 September 2016 ' _m
SCKeCEN ‘

Europe/ Zurich timezone

Home Welcome to the CERN School of Computing. This year's (

]
[f=EEe winEmat i We have an indepth programme of advanced, interesting CERN i
.. Travel which will provide ECTS university credits upon successf

o School of Computing
CRaIEE SELIVITIES CSC:2016 will provide around 50 hours of lectures and hy

- Good to know component includes projects and mini-challenges carrieg

.- Ant (AL General
.. Antwerp guided tours About GSC
Programme Crganisation
i CSC 2008
Terms & Conditions Process for CSC 25 August to 05 September 2008 in Gjevik , Norway
hasting Organised by CERM in collaboration with the Gjevik University College and the
) ) School Models University of Osla.
Timetable (daily) Role of Local
Organisers
Timetable (weekly) Cther Roles & -
Participants i A S
. Past Schools \ | W |
Local Organisers 2004 2005 2006 2007 R 1 | g il 17 by
. ) 2008 2009 2010 2011 | y A il
Lecturer biographies Diploma at CSC
Sport at CSC

Participants
Inverted C5Cs

ICSC05 ICSC06
ICSC08 ICSC10
iCSC11

Special schools
School @chepls

Talks List

Talks per Lecturer

Inverted School
2008

CERN
School of Computing

3-5 March 2008

<CE/RW)
/) ‘ @'”fﬂrmﬂ“m Technology Department 13 October 2016 CERN-NTNU Nils Hgimyr 27
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CERN openlab

CERN openlab in a nutshell

*  Ascience — industry partnership to drive R&D
and innovation with over a decade of success

*  Evaluate state-of-the-art technologies in a
challenging environment and improve them

°* Testin aresearch environment today what will
be used in many business sectors tomorrow

*  Train next generation of engineers/employees

. Disseminate results and outreach to new
audiences

PARTNERS

7

S

HUAWEI
(intel')

ORACLE’

SIEMENS

CONTRIBUTOR
@

L B SRR SONOE

ASS0OCIATE

Yandex

The Worldwide LHC Computing Grid

28



CNIT

il Department

Physics computing — Grids (this talk!)
* Administrative information systems

— Financial and administrative management systems, e-business...
* Desktop and office computing

— Windows, Linux and Web infrastructure for day to day use
* Engineering applications and databases

— CAD/CAM/CAE (Autocad, Catia, Cadence, Ansys etc)

— A number of technical information systems based on Oracle,
MySQL

* Controls systems
— Process control of accelerators, experiments and infrastructure

* Networks and telecom
— European IP hub, security, voice over IP...

CERN IT D rt t - - -

e oepatment— fiflore information:
Switzerland
www.cern.ch/it


http://cern.ch/it
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