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- Research Motivation:

- Software Defined Services To Enhance 

International Collaborations Across 

Federated WAN Domains

- A Prototype Of Future Services and 

Capabilities

Six Related Demonstrations 

of Advanced Capabilities



Research:  Key Issues

• Today Almost All Networks Provide Only “One-Size-
Fits-All” Undifferentiated L3 Services

• These Services Are Suboptimal For Many 
Applications and Services, Especially Those Based 
On Emerging Capabilities

• Future Networks Will Provide For Multiple Types Of 
Services Differentiation, e.g. via Slicing To Address 
These Issues

• These Six Related Demonstration Showcase How 
Services Based On SD WAN Capabilities Can Make 
Tomorrow‟s Networks Available Today 



Challenges & Opportunities

• Challenges: On Today‟s Networks, Even R&E 

Networks, It Is Difficult To Transport Extremely 

Large Files and Collections of Many Files Over 

WANs, Especially Over Multi-Domains

• Solution: Using SD-WAN Capabilities 

(Programmable Network Slicing To Segment 

Network Resources Allows Different Services To 

Co-Exist Without Interference  



Global LambdaGrid Workshop Demonstrations:

• International Multi-Domain Provisioning Using 

AutoGOLE Based Network Service Interface (NSI 2.0) 

• Using RNP MEICAN Tools for NSI Provisioning

• Large Scale Airline Data Transport Over SD-WANs 

Using NSI and DTNs

• Large Scale Science Data Transport Over SD-WANs 

Using NSI and DTNs

• SDX Interdomain Interoperability At L3

• Transferring Large Files E2E Across WANs Enabled By 

SD-WANs and SDXs



Demonstration 1: International Multi-Domain Provisioning Using AutoGOLE 

Based Network Service Interface 

(NSI 2.0)

• Network Service Interface (NSI 2.0)

• An Architectural  Standard Developed By the Open 

Grid Forum (OGF)

• OGF Pioneered Programmable Networking (Initially 

Termed “Grid Networking”)

• Techniques That Made Networks „First Class Citizens” 

in Grid Environments – Programmable With Grid 

Middleware

• Currently Being Placed Into Production By R&E 

Networks Around the World





Automated GOLE (AutoGOLE)
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AutoGOLE Fabric:  Another View



Demonstration 2: Using MEICAN Tools For International 

Multi-Domain Multi-Domain Provisioning

• MEICAN =  Management Environment of Interdomain Circuits for 

Advanced Networks 

• Web Application That  Enables Users To Request VCs Between Well 

Defined Endpoints

• Implementation Depends On Operation Policies And Authorization 

Located In the Intermediate Domains That Connect Source and 

Destination Endpoints.

• MEICAN Uses Business Process Management (BPM) Concepts for

Managing the VCs Establishment Process, Since VC Requested By 

Enduser to Network Devices Configurations.

• Main Contribution => Providing Dynamic Authorization Strategies 

Composed for Policies and Support.





RNP DTN Used To Enhance

WAN File Transfer Flows



Demonstration 3: Transferring Large Scale Airline Data 

E2E Across WANs Using DTNs

• Transporting Large Files And Collections 

of Many Small Files E2E Across WANs

• Use NSI To Find Potential Path

• Use NSI To Establish Path

• Send Files

• Return Path Resources To Repository









500 GB File Transfer Over

Optimized Path

• 500 GB from Amsterdam to Chicago

• GridFTP  With 4 Parallel TCP Streams

• Dedicated Layer 2 Path

• 95 ms Round Trip Time

• No Packet Loss

• Throughput Bound By CPU



50 GB File Transfer

Over Internet

• 50 GB from Amsterdam to Chicago

• GridFTP  With 4 Parallel TCP streams

• Routed Over Internet

• 113 ms Round Trip Time

• Some Packet Loss/Congestion

• Throughput Bound By Network



Constraints Affecting Data 

Transfers

• Input/Output

• Storage System Needs To Be Able To Fully Process

• Capabilities Of All Network Devices Along the Path

• CPU

• Transfer Protocol and Application Used  Influences 

Impact On CPU, e.g. Single/Multi Threaded

• Storage System May Cause Additional Overhead, e.g. 

RAID Calculations

• Architectural Constraints

• How Devices Within a System Are Connected Affects 

Their Performance When Used In Combination, e.g. 

NUMA Nodes



Demonstration 4: Transferring Large Scale Science Data 

E2E Across WANs Using DTNs

• Sending Large Files (OR Collections Of 

Many Small Files) E2E Across WANs

• Use SDN/SDX To Find Potential Path

• Use SDN/SDX To Establish Path

• Send File(s)

• Return Path Resources To Repository



DTN 1

DTN 2

PacificWave StarLight

DTN File Transfers Over SD-WAN



Demonstration 5:  SDX Software 

Defined Services

• Creating Services Based On Policy-Driven SDX 

and SDN Dynamic Provisioning Control.

• Resources at Multiple SDXs

• Resource Requests and Orchestration via SDN

• Combining Layer 2 and Layer 3 Resources With 

SDX Support for BGP Instances





Demonstration 6: Transferring Large Files E2E Across 

WANs Enabled By SD-WANs and SDXs

• Sending Large Files (OR Collections Of 

Many Small Files) E2E Across WANs

• Use SDN/SDX To Find Potential Path

• Use SDN/SDX To Establish Path

• Send File(s)

• Return Path Resources To Repository



Emerging SDX Fabric





GeoScience SDX DTN service Prototype

File Screening workflow File Transfer workflow



Global LambdaGrid Workshop 

Demonstrations As Prestaging For 

SC17 – Multiple Large Scale 

SDN/SDX/SDI 

International/National 

Demonstrations





Thanks!

• Facilities:  SURFnet, NetherLight, KLM-AF 

Research Network, ANA-300, CANARIE, 

Montreal Open Exchange (MOXY), SDN 

Exchanges (SDXs) at the StarLight 

International/National Communications Exchange 

Facility in Chicago, Metropolitan Research and 

Education Network (MREN) in the Midwest, RNP, 

Pacific Wave, CENIC, Pacific Northwest 

GigaPOP, ASGC/Taiwan, NCHC/Taiwan, 

AARnet. RNP SDN (Brazil), KREONET


