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Outline

• Introduction: from Regge limit  to gluon saturation

• Small x evolution:  higher orders, resummation and 
saturation

• Impact parameter dependence and low x: mapping 
the interaction region at low x

This presentation will provide with the theoretical background: more simulations and results for LHeC 
will be presented in the talk by Paul Newman 
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• Dokshitzer-Gribov-Lipatov-Altarelli-Parisi  
(DGLAP) evolution equations in QCD.

• Seminal paper on Pomeranchuk singularity in 
QCD: Balitskii-Fadin-Kuraev-Lipatov (BFKL) 
evolution equation for high energy QCD.

• Effective action for high energy Regge limit in  
QCD and gravity.

• DGLAP-BFKL duality in N=4 SYM theory.

• Connection between high energy QCD and 
exactly solvable models.

Lev Nikolaevich Lipatov 
2 May 1940 - 4 September 2017
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Regge limit

A(s, t)
• Lorentz invariance
• crossing 
• unitarity
• analyticity

Properties of S matrix:
Pre QCD...
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Regge limit

s ! 1 t = const

A(s, t)
• Lorentz invariance
• crossing 
• unitarity
• analyticity

Properties of S matrix:

Regge limit:

Amplitude dominated by exchange of the Regge trajectory ↵(t) = ↵(0) + ↵0t

↵(t)

Pre QCD...

negative-t

A(s, t) ⇠ �̃(t)s↵(t)
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Regge limit

s ! 1 t = const

A(s, t)
• Lorentz invariance
• crossing 
• unitarity
• analyticity

Properties of S matrix:

Regge limit:

�
tot

= s�1ImA(s, 0) ⇠ s↵(0)�1

From optical theorem

Intercept           of Regge trajectory  determines the behavior of the cross section↵(0)

Amplitude dominated by exchange of the Regge trajectory ↵(t) = ↵(0) + ↵0t

↵(t)

Pre QCD...

  

negative-t

A(s, t) ⇠ �̃(t)s↵(t)
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Pomeron 
Pomeron: 

•  Reggeon with even signature, intercept greater than unity. 

•  Corresponds to the exchange of the vacuum quantum numbers. 

•  Dominates the cross section at asymptotically high energies

Okun,Pomeranchuk;
Foldy,Peierls
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Figure 1: Fit to data for the total cross sections for pp and p̄p scattering. The data are taken from

the PDG compilation[16]. The Tevatron p̄p points are not included in the fit.

In our fit, we will assume that we can neglect the simultaneous exchange of two reggeons, RR, and the
exchange of a reggeon together with the pomeron, RP . So ϵ± should be regarded as effective powers.
We shall find that the best fit to the data gives values for them close to those from the Chew-Frautschi
plots quoted above, so justifying our assumption that the exchanges RR and RP are small.

As we have said, we do not know how to calculate the term PP . What is known[15] is that it
corresponds to a trajectory

αPP (t) = 1 + 2ϵP + 1
2α

′
P t (2a)

but that the contribution to the amplitude behaves not just as the simple power sαPP (t); there are
additional logarithmic factors in the denominator. Also, the normalisation is unknown. Our procedure
was to start with the eikonal form and adapt it until we achieved a good fit. Numerous variations of the
eikonal double-exchange form were tried, none of which were ideal. This led us to a PP contribution
of the form

X2
P

32π
e−

1
2 iπαPP (t) (2να′

P )
αPP (t)

[ A2

a+ α′
PL

e
1
2at +

(1−A)2

b+ α′
PL

e
1
2 bt

]

L = log(2να′
P )− 1

2 iπ (2b)

This contains the key ingredients of the eikonal, namely the trajectory, the logarithmic factor in the
denominator and the modification of the argument of the exponentials in the form factor. It differs
from the eikonal form only in that it does not include a cross term involving A(1 − A). Omitting
this term very significantly improves the fit. This should not be a surprise since, as we have said, the
eikonal has no theoretical justification. Indeed, it is quite surprising that this simple modification to
it works so well.

We must also include the term ggg corresponding to triple-gluon exchange. At large t, say for |t| > t0,

it behaves as[20]

g(t) = C
t30
t4

|t| > t0 (3a)

For |t| < t0 we fit this smoothly on to some function that does not diverge as t → 0. By trial and
error we arrived at

g(t) =
C

t0
e2(1−t2/t20) (3b)

3

↵P (t) = 1.11 + 0.165GeV�2t

(2013 parameters of fit to data including LHC)

�
tot

⇠ s↵P (0)�1

Okun,Pomeranchuk;
Foldy,Peierls
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3
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However, such soft pomeron power behavior is 
potentially in conflict with Froissart bound which stems 
from unitarity requirements:

�tot

(s)  C log

2

(s/s
0

)

Note: the exact value of the constant C is of crucial 
importance here.

�
tot

⇠ s↵P (0)�1

Okun,Pomeranchuk;
Foldy,Peierls
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Pomeron in QCD

↵s ⌧ 1s � |t| ↵slog s ⇠ 1

What is a Pomeron in QCD?

High energy limit
 in perturbative QCD:
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Pomeron in QCD

↵s ⌧ 1s � |t| ↵slog s ⇠ 1

ImsA
R(s, t) =

PR

2

X

n

Z
d�n+2A(p1, p2;n+ 2)A⇤(p01, p

0
2;n+ 2)

n

p

p

p’

p’1

2

1

2

l 0

l i-1

l i

l i+1

l n+1

ki+1

ki

p 2 p 2
,

p 1 p 1
,

ki = ⇢ip1 + �ip2 + ki?

p21 = p22 = 0

2p1 · p2 = s

1 � ⇢i � ⇢i+1Multi-Regge kinematics:

transverse momenta are of the same order

Dominance of the gluon emissions 
(highest spin elementary quanta)

What is a Pomeron in QCD?

High energy limit
 in perturbative QCD:
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B

A

⊗

⊗

G(ω, k1, k2)

k1

k2

k1

k2

ΦA(QA, k1)

ΦB(QB, k2)

Figure 1: Regge-type factorization formula for the cross section. The slashed gluon lines indicate
reggeized gluons.

It is here understood that K0 and K1 are of order αs and α2
s respectively (as clear from

equations (2.7) and (2.8) below).

We shall be solving the BFKL equation using both kernels K0 and K1. In addition we

will be interested in studying the nonlinear evolution equation obtained after introducing

a saturation boundary which modifies the action of the linear kernel K. We will explain

this procedure further below. Let us mention that we will generally be solving the BFKL

equation with a generic initial condition in k. This corresponds to defining a new function

F(ω,k) by

F(ω,k;QB) ≡
∫

d2k2

k22
G(ω;k,k2) ΦB(QB ,k2) , (2.4)

which then satisfies the equation

ωF(ω,k;QB) =
ΦB(QB ,k)

k2
+

∫
d2k′

π2
K(k,k′)F(ω,k′;QB) . (2.5)

This implies that we may write the cross section (2.1) as

σAB(s,QA, QB) =

∫
dω

2πi

(
s

s0

)ω ∫ d2k1

k21
ΦA(QA,k1)F(ω,k1;QB) . (2.6)

In the following we shall keep the dependence of F on QB implicit.

Let us now turn to the explicit expression for the BFKL kernel up to the next-to-

leading order. We consider the solutions which are averaged over the angle. The leading

logarithmic (LL) order kernel (after the angular averaging) is given by

∫
dk22
π

K0(k1, k2) f
(
k22
)
= ᾱs(µ

2)

∫
dk22

1

|k21 − k22|

(
f
(
k22
)
− 2

min
(
k21 , k

2
2

)

k21 + k22
f
(
k21
))

, (2.7)
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mentioned above the difference in the RG improved case is on the other hand smaller for

the same values of Y . What this implies for the saturation corrections in the RG improved

case is that, as already mentioned, they set in with a delay in rapidity. Needless to say,

this behavior has interesting consequences for the search for saturation effects in experi-

mental data where the rapidity available is rather limited. To make clear statements on

the observed phenomenology, however, we would need to do a more careful analysis where

the undetermined parameters and inputs in our approach are set by fitting data.

The paper is organized as follows. In the next section we go through the BFKL formal-

ism at both leading and next-to-leading order. We describe the choice of the asymmetric

scale for the next-to-leading order kernel, and we outline the numerical procedure and the

extraction of the saturation scale from the numerical solution. Then in section 3 we present

the results of our numerical solution for both the fixed and running coupling evolutions for

the LO and NLO evolutions in the presence of the saturation boundary. Having demon-

strated the instability of the NLO evolution we then go on to discuss the resummation

procedure used in our analysis in section 4. We present the exact resummed evolution

equation which we solve, and we then present the solutions for the saturation scale and

the Green’s function, demonstrating the suppression of the saturation momentum at small

values of the rapidity. Finally in section 5 we briefly summarize the main findings of our

paper.

2. NLL BFKL with the boundary

2.1 General formulation

Let us start this section by recalling the general formulation in QCD of the Regge limit of

high energy scattering. Studies of γ∗γ∗ scattering lead to the formula for the total cross

section [2] (see figure 1)

σAB(s,QA, QB) =

∫
dω

2πi

(
s

s0

)ω ∫ d2k1

k21

d2k2

k22
ΦA(QA,k1) G(ω;k1,k2) ΦB(QB ,k2) ,

(2.1)

where the functions ΦA,B(Qi,kj) are the impact factors for the photons A and B with

virtualities QA and QB respectively. The exact choice of the scale s0 in the Mellin integral

is arbitrary at leading logarithmic order but is important for the next-to-leading order

calculation. The function G(ω;k1,k2) is referred to as the “BFKL Green’s function” (or

“gluon Green’s function”), and should be thought of as the gauge invariant generalization

of the vacuum expectation value of four off-shell gluons. It satisfies the BFKL equation,

which can be written (in the case of forward scattering) [1–3]

ωG(ω;k,k0) = δ2(k − k0) +

∫
d2k′

π2
K(k,k′)G(ω;k′,k0) , (2.2)

where the kernel of the equation is known up the next-to-leading logarithmic (NLL) order

in ln 1/x [4–9,42–44]

K(k1,k2) = K0(k1,k2) + K1(k1,k2) +O(α3(µ2)) . (2.3)
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Mellin variable:

Gluon Green’s function:

�AB =
ImA(s, 0)

s

In general the cross section for scattering of particles A and B:

Impact factors:
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BFKL Pomeron in QCD

BFKL equation:

BFKL kernel:

Balitskii, Fadin, Kuraev, Lipatov
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in ln 1/x [4–9,42–44]

K(k1,k2) = K0(k1,k2) + K1(k1,k2) +O(α3(µ2)) . (2.3)

– 5 –

d

dY
G(Y ;k,k0) = K(k,k′)⊗G(Y ;k′,k0)

1

Resums gluon emissions strongly ordered in rapidity

(Pomeron in QCD)

! $ ln s/s0 ⇠ Y

Microscopic realization of Pomeron in perturbative QCD:  gluon radiation, strongly ordered in rapidity.
BFKL and Regge factorization is a  framework for calculations of processes in the high energy limit.

Question: what is the regime of applicability of this resummation? When will collinear approach break down?
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Parton saturation
•BFKL predicts strong growth of gluon density with decreasing fraction of longitudinal momentum x.
•It is too strong at LLx for phenomenology. Nevertheless, the experimental data do confirm strong growth of the  proton 
structure function at small x.
•The growth of the proton structure function  is driven by the growth of the gluon density : “gluon ocean”.
•It is expected that eventually the growth should be tamed in order to satisfy the unitarity bounds.
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Theory predicts the existence of the energy dependent (x dependent) saturation scale.

Saturation in perturbative QCD2316

The original approach to implement unitarity and rescattering e↵ects in high-energy hadron scattering was2317

developed by Gribov [56,192,215]. Models based on this non-perturbative Regge-Gribov framework are quite2318

successful in describing existing data on inclusive and di↵ractive ep and eA scattering (see e.g. [216,217] and2319

references therein). However, they lack solid theoretical foundations within QCD.2320

On the other hand, attempts have been going on for the last 30 years to implement parton rescattering2321

or recombination2 in perturbative QCD in order to describe its high-energy behaviour. In the pioneering2322

work in [195,218], a non-linear evolution equation in lnQ2 was proposed to provide the first correction to the2323

linear equations. A non-linear term appeared, which was proportional to the local density of color charges2324

seen by the probe (the virtual photon).2325

An alternative, independent approach was developed in [219], where the amplitudes for di↵ractive pro-2326

cesses in the triple Regge limit were calculated. This resulted in the extraction of the triple Pomeron vertex2327

in QCD at small x, which is responsible for the non-linear term in the evolution equations.2328

Later on these ideas were further developed to include all corrections enhanced by the local parton density,2329

to constitute what is called the Color Glass Condensate (CGC) [196–199,220–227] (see also the most recent2330

developments in [228–231]). The CGC provides a non-perturbative, but weak-coupling, realization of parton2331

saturation ideas within QCD. The linear limit of the basic CGC equation is the BFKL equation, which is2332

the linear evolution equation derived in the high-energy limit. As illustrated in Fig. 5.1, the evolution in the2333

lnQ2 � ln 1/x plane is driven by both linear equations: along lnQ2 for DGLAP and along ln 1/x for BFKL.2334

The basic framework in which saturation ideas are discussed is illustrated in Fig. 5.2. One is considering2335

the hadron wave function at high energy. Its partonic components can be separated into those partons with2336

a large momentum fraction x and those with small x. The large-x components form dilute systems and2337

provide color sources for the corresponding small-x components. Due to multiple splittings of the small-x2338

gluons, a dense system is eventually formed. One can then construct within this formalism an evolution2339

equation for the gluon correlators in the hadron wave function which is a renormalization group equation2340

with respect to the rapidity separating large- and small-x partons. This renormalization procedure assumes2341

perturbative gluon emissions from the large-x partons which imply a redefinition of the source at each step2342

in rapidity.2343

The mean field version of the CGC evolution equations, the Balitsky-Kovchegov (BK) equation [198,199],2344

provides a non-linear evolution equation for the so-called unintegrated gluon densities. These distributions,2345

unlike the standard integrated densities, contain the information about the transverse momenta of the2346

partons. They naturally appear in the theoretical formulations of small-x physics. A detailed description of2347

these distributions as well as the prospects of their precise determination at the LHeC through a variety of2348

processes are discussed in Subsec. 5.2.5.2349

It turns out that the BK approach results in a gluon density which, for a fixed resolution of the probe,2350

is saturated for small longitudinal momentum fractions x, whereas at large values of x, the non-linear2351

term is negligible. The separation between these two limits is given by a dynamically generated saturation2352

momentum Qs(x) which increases with decreasing x (c.f. Fig. 5.1), and therefore saturation is determined2353

by the condition Q < Qs(x). Then, for large energies or small x, the system is in a dense regime of high2354

gluon fields (thus non-perturbative) but the typical gluon momentum, ⇠ Qs, is large (thus the coupling2355

constant which determines gluon interactions is weak). The qualitative behaviour of the saturation scale2356

with energy and nuclear size can be argued as follows. The transition from a dilute to a dense regime occurs2357

when the packing factor (in this case, the product of the density of gluons per unit transverse area times the2358

gluon-gluon cross section) becomes of order unity i.e.2359

A⇥ xg(x,Q2

s)
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where the growth of the gluon density at small x in the dilute system has been approximated by a power2360

law, xg(x,Q2) ⇠ x��, logarithms are neglected and the nucleus is considered a simple superposition of2361

2Note that the rescattering and recombination concepts correspond to the same physical mechanism viewed in the rest frame
and the infinite momentum frame of the hadron, respectively.
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where the growth of the gluon density at small x in the dilute system has been approximated by a power2360

law, xg(x,Q2) ⇠ x��, logarithms are neglected and the nucleus is considered a simple superposition of2361

2Note that the rescattering and recombination concepts correspond to the same physical mechanism viewed in the rest frame
and the infinite momentum frame of the hadron, respectively.
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Theoretical frameworks of parton saturation at small x:

• Gribov-Levin-Ryskin nonlinear  equation
• Mueller-Qiu equation
• Kovchegov nonlinear equation for dipoles
• Balitsky hierarchy for correlators of Wilson lines.
• Color Glass Condensate (McLerran-Venugopalan) with JIMWLK (Jalilian-

Marian,Iancu,McLerran,Weigert,Leonidov,Kovner) renormalization group equation for high density QCD.

Gribov,Levin,Ryskin
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NLLx is a very large correction and leads to some instabilities: Avsar,Triantafyllopoulous,Zaslavsky,AS

Are NLL instabilities also present in the nonlinear equation?
Or do they get ‘cured’ by saturation?
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Figure 2: Solutions to the leading and next-to-leading BFKL equations for a fixed coupling
ᾱs = 0.2 and for Y = 2, 6, 10, 14: NLL BFKL with asymmetric scale choice (solid red), NLL BFKL
with symmetric scale choice (solid blue), LL BFKL (dotted blue).

3. Results for NLL BFKL with and without saturation

3.1 Results with fixed coupling

In this section we present the results obtained using a fixed coupling, ᾱs = 0.2. We start by

studying the linear evolution equations. For the results shown in figure 2, and in subsequent

plots, we have chosen the initial condition

F0(k) = c · exp
(
− k2

k2in

)
, (3.1)

with kin = 1 GeV. Here c is the parameter in (2.25) which determines the critical value

beyond which the boundary is applied to F . We also use the logarithmic variable Y =

ln ŝ = ln s/Q2 to denote the energy dependence of the solution. The comparison between

the LL and the NLL BFKL solutions is shown in figure 2. Here the NLL solutions are

shown for both the symmetric and the asymmetric scale choices. As well known, see for

example [9, 14, 53, 54], the NLL evolution is significantly slower than the leading order

evolution. We also clearly see the effects of the negative Mellin space poles in the collinear

and anti-collinear limits. For the symmetric solution (the solid blue curves in figure 2)

the collinear pole is clearly visible in the plot as the solutions turn rapidly negative at

moderately high values of the momentum k. For the asymmetric scale choice the shift in

the characteristic function (2.9) removes the collinear triple pole while there is still the

double pole. As a consequence it turns negative “later” (i.e. at higher values of k) than

the symmetric solution. On the other hand the pole at the anti-collinear end causes the

solution to turn negative at the smaller k values as clearly visible in the figure.

The apparent instability of the solution suggests that the full-linear solution might

very well be even more unstable. The precise behavior will of course depend on the exact

– 14 –

LL

NLLx (different scale choices)

BFKL at NLLx

Resummation is necessary...

Ross

Unintegrated gluon 
distribution function from 
the solution to the BFKL 
equation

Fadin, Lipatov; Camici,Ciafaloni
Calculation of BFKL at NLLx
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Balitsky-Kovchegov equation at LLx

JLAB-THY-07-741

NLO evolution of color dipoles

Ian Balitsky and Giovanni A. Chirilli
Physics Dept., ODU, Norfolk VA 23529,

and
Theory Group, Jlab, 12000 Je↵erson Ave,

Newport News, VA 23606 ⇤

(Dated: February 5, 2008)

The small-x deep inelastic scattering in the saturation region is governed by the non-linear evo-
lution of Wilson-line operators. In the leading logarithmic approximation it is given by the BK
equation for the evolution of color dipoles. In the next-to-leading order the BK equation gets con-
tributions from quark and gluon loops as well as from the tree gluon diagrams with quadratic and
cubic nonlinearities. We calculate the gluon contribution to small-x evolution of Wilson lines (the
quark part was obtained earlier).

PACS numbers: 12.38.Bx, 12.38.Cy

I. INTRODUCTION

A general feature of high-energy scattering is that a fast particle moves along its straight-line classical trajectory
and the only quantum e↵ect is the eikonal phase factor acquired along this propagation path. In QCD, for the fast
quark or gluon scattering o↵ some target, this eikonal phase factor is a Wilson line - the infinite gauge link ordered
along the straight line collinear to particle’s velocity nµ:

U⌘(x?) = Pexp
n

ig

Z 1

�1
du n

µ

Aµ(un + x?)
o

, (1)

Here A
µ

is the gluon field of the target, x? is the transverse position of the particle which remains unchanged
throughout the collision, and the index ⌘ labels the rapidity of the particle. Repeating the above argument for the
target (moving fast in the spectator’s frame) we see that particles with very di↵erent rapidities perceive each other as
Wilson lines and therefore these Wilson-line operators form the convenient e↵ective degrees of freedom in high-energy
QCD (for a review, see ref. [1]).

Let us consider the deep inelastic scattering from a hadron at small x
B

= Q2/(2p·q). The virtual photon decomposes
into a pair of fast quarks moving along straight lines separated by some transverse distance. The propagation of this
quark-antiquark pair reduces to the “propagator of the color dipole” U(x?)U†(y?) - two Wilson lines ordered along
the direction collinear to quarks’ velocity. The structure function of a hadron is proportional to a matrix element of
this color dipole operator

Û⌘(x?, y?) = 1� 1
N

c

Tr{Û⌘(x?)Û†⌘(y?)} (2)

switched between the target’s states (N
c

= 3 for QCD). The gluon parton density is approximately

x
B

G(x
B

, µ2 = Q2) ' hp| Û⌘(x?, 0)|pi
�

�

�

x

2
?=Q

�2
(3)

where ⌘ = ln 1
xB

. (As usual, we denote operators by “hat”). The energy dependence of the structure function is
translated then into the dependence of the color dipole on the slope of the Wilson lines determined by the rapidity ⌘.

Thus, the small-x behavior of the structure functions is governed by the rapidity evolution of color dipoles [2, 3].
At relatively high energies and for su�ciently small dipoles we can use the leading logarithmic approximation (LLA)
where ↵

s

⌧ 1, ↵
s

lnx
B

⇠ 1 and get the non-linear BK evolution equation for the color dipoles [4, 5]:

d

d⌘
Û(x, y) =

↵
s

N
c

2⇡2

Z

d2z
(x� y)2

(x� z)2(z � y)2
[Û(x, z) + Û(y, z)� Û(x, y)� Û(x, z)Û(z, y)] (4)
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The small-x deep inelastic scattering in the saturation region is governed by the non-linear evo-
lution of Wilson-line operators. In the leading logarithmic approximation it is given by the BK
equation for the evolution of color dipoles. In the next-to-leading order the BK equation gets con-
tributions from quark and gluon loops as well as from the tree gluon diagrams with quadratic and
cubic nonlinearities. We calculate the gluon contribution to small-x evolution of Wilson lines (the
quark part was obtained earlier).

PACS numbers: 12.38.Bx, 12.38.Cy

I. INTRODUCTION

A general feature of high-energy scattering is that a fast particle moves along its straight-line classical trajectory
and the only quantum e↵ect is the eikonal phase factor acquired along this propagation path. In QCD, for the fast
quark or gluon scattering o↵ some target, this eikonal phase factor is a Wilson line - the infinite gauge link ordered
along the straight line collinear to particle’s velocity nµ:

U⌘(x?) = Pexp
n

ig

Z 1

�1
du n

µ

Aµ(un + x?)
o

, (1)

Here A
µ

is the gluon field of the target, x? is the transverse position of the particle which remains unchanged
throughout the collision, and the index ⌘ labels the rapidity of the particle. Repeating the above argument for the
target (moving fast in the spectator’s frame) we see that particles with very di↵erent rapidities perceive each other as
Wilson lines and therefore these Wilson-line operators form the convenient e↵ective degrees of freedom in high-energy
QCD (for a review, see ref. [1]).

Let us consider the deep inelastic scattering from a hadron at small x
B

= Q2/(2p·q). The virtual photon decomposes
into a pair of fast quarks moving along straight lines separated by some transverse distance. The propagation of this
quark-antiquark pair reduces to the “propagator of the color dipole” U(x?)U†(y?) - two Wilson lines ordered along
the direction collinear to quarks’ velocity. The structure function of a hadron is proportional to a matrix element of
this color dipole operator

Û⌘(x?, y?) = 1� 1
N

c

Tr{Û⌘(x?)Û†⌘(y?)} (2)

switched between the target’s states (N
c

= 3 for QCD). The gluon parton density is approximately

x
B

G(x
B

, µ2 = Q2) ' hp| Û⌘(x?, 0)|pi
�

�

�

x

2
?=Q

�2
(3)

where ⌘ = ln 1
xB

. (As usual, we denote operators by “hat”). The energy dependence of the structure function is
translated then into the dependence of the color dipole on the slope of the Wilson lines determined by the rapidity ⌘.

Thus, the small-x behavior of the structure functions is governed by the rapidity evolution of color dipoles [2, 3].
At relatively high energies and for su�ciently small dipoles we can use the leading logarithmic approximation (LLA)
where ↵

s

⌧ 1, ↵
s

lnx
B

⇠ 1 and get the non-linear BK evolution equation for the color dipoles [4, 5]:

d

d⌘
Û(x, y) =

↵
s

N
c

2⇡2

Z

d2z
(x� y)2

(x� z)2(z � y)2
[Û(x, z) + Û(y, z)� Û(x, y)� Û(x, z)Û(z, y)] (4)
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Numerical solution to BK at NLLx
3
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Figure 1: Dipole amplitude and conformal dipole amplitude
at initial condition and after evolution compared to the solu-
tion of the LO BK equation at rapidities y = 0, 5 and y = 10
(from right to left).

be expressed in terms of the scattering amplitude1 N =
1� S.

At finite N
c

, correlators of up to six Wilson lines would
also be needed in order to evaluate the rapidity derivative
of the dipole operator in Eq. (1). In principle one could
obtain the higher-point functions from a solution of the
NLO JIMWLK equation [34, 35], or using e.g. a Gaussian
approximation which allows one to write any higher point
function in terms of the dipole operators as described in
Ref. [36]. The contribution from finite-N

c

corrections
to the leading order BK equation have been studied in
Ref. [37], and their contribution is numerically found to
be even smaller than the ⇠ 1/N

c

2 one would naively
expect, so we feel justified in neglecting them here.

III. EVOLUTION EQUATION FOR THE
CONFORMAL DIPOLE

The Wilson lines are conformally invariant, and thus
their evolution equation should be conformal in a con-
formal field theory. In QCD, one expects the conformal
invariance to be broken only by the running of the cou-
pling. However, the evolution Eq. (1) also has a confor-
mal symmetry breaking NLO double logarithmic term
lnX2

/r

2 lnY 2

/r

2 in the kernel K

1

. Diagrammatically
this contribution arises from the diagrams with a loop
in the 1 ! 2 dipole transition where one gluon interacts
with the shockwave, see discussion and Fig. 9 in Ref. [21].

1
Note that a term N(Y 0

) � N(Y ) is missing from Eq. (136) of

Ref. [21]
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Figure 2: Evolution speed for the conformal and non-
conformal dipoles as a a function of the saturation scale com-
pared to the leading order BK equation solution.

The reason for the conformal invariance breaking is the
fact that the derivation of Ref. [21] uses a cuto↵ in the
longitudinal direction that violates the symmetry. This
was confirmed by the appearence of the same nonconfor-
mal double logarithm in the fully conformally invariant
N = 4 supersymmetric Yang-Mills (SYM) theory [32].
A possible way to restore the conformal invariance,

proposed in Ref. [32], is to rewrite the evolution equa-
tion in terms of the conformal dipole S

conf, defined as

S(r)conf = S(r)

� ↵

s

N

c

4⇡2

Z
d2z

r

2

X

2

Y

2

ln
ar

2

X

2

Y

2

[S(X)S(Y )� S(r)]. (7)

Here a is an arbitrary dimensional constant which will
eventually cancel from the evolution equation. Using
Eq. (1) one can then derive the NLO evolution equa-
tion for the conformal dipole. The resulting equation
turns out to di↵er from the NLO BK equation only
by the disappearance of the double logarithmic term
lnX2

/r

2 lnY 2

/r

2 from K

1

, and the appearance of an ad-
ditional contribution

2r2

X

2

Y

02(z � z

0)2
ln

r

2(z � z

0)2

X

02
Y

2

(8)

in the kernel K
2

. Now the only term that breaks the
conformal invariance is the running coupling ↵

s

. The
corresponding evolution equation in N = 4 SYM theory
is fully conformal [32].

IV. NUMERICAL ANALYSIS

We solve the evolution equations for the non-conformal
and conformal dipoles on a logarithmical grid in r using a
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Figure 3: Logarithmic derivative of the dipole amplitude (evolution speed) at initial condition with di↵erent values for the
anomalous dimension.
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Figure 4: Evolution speed of the dipole amplitude at y = 5 with di↵erent values for the anomalous dimension at the initial
condition.

Runge-Kutta method. The four-dimensional integral in
the NLO part is computed using an adaptive Monte Carlo
algorithm. As an initial condition we use a McLerran-
Venugopalan model [38]

N(r) = 1� exp

"
�
(r2Q2

s,0

)�

4
ln

✓
1

r⇤
QCD

+ e

◆#
, (9)

modified by introducing an anomalous dimension � which
controls the power-like tail of the dipole amplitude for
small dipoles. This parametrization is used in phe-
nomenological fits to DIS data e.g. in Ref. [1]. Deter-
mining the correct values for Q2

s,0

and � would require a
full NLO fit to e.g. DIS data, which we are not perform-
ing here. It is not obvious that the initial condition would
be the same as for the leading order equation. We shall
here merely explore the general behavior of the equation
with di↵erent values for Q

2

s,0

and � without aiming for
phenomenologically relevant values in this work.

We find that for some initial conditions (see discus-
sion later) the evolution becomes unstable, such that the
dipole amplitude starts to decrease and may even turn
negative for small dipoles. It however follows from the
definition of the dipole operator, Eq. (2), that one should

have N(r) ! 0 in the limit r ! 0, which is violated by
non-zero amplitude at small r. Also the convolution with
the kernel K

1

in Eq. (1) does not converge if this require-
ment is not fulfilled. To obtain this property, we freeze
N(r) = 0 in the region where the evolution would turn
it negative.

The dipole amplitudes from the NLO equation are
compared with the solution of the leading order equa-
tion in Fig. 1. The main e↵ect of the evolution is to
increase the amplitude at small r, while maintaining it
below the black disk limit of N = 1 at large r. This
leads to the curve N(r) moving towards the left (smaller
r) with rapidity in Fig. 1. It can be seen that the NLO
corrections reduce the evolution speed significantly but
the shape of the dipole amplitude remains roughly un-
changed. The solution in Fig. 1 has an initial condition
Q

s,0

/⇤
QCD

⇠ 19, � = 0.6, deliberately chosen such that
the dipole amplitude increases at small dipoles through-
out the evolution over the rapidity interval studied here.
The evolution for the conformal dipole with the same ini-
tial condition is also shown. Note that at leading order
also the conformal dipole evolution is given by the stan-
dard LO BK equation. In the LO BK equation, we also
use the same “Balitsky” running coupling prescription.

Lappi,Mantysaari

• Evolution speed significantly slowed down with at NLLx order.

• The solution is unstable for some initial conditions.

• Evolution speed turns negative for small dipoles.

• Amplitude becomes negative and unphysical.

@yN(r)

N(r)
⇠ ln r
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Numerical solution to BK at NLLx
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Figure 1: Dipole amplitude and conformal dipole amplitude
at initial condition and after evolution compared to the solu-
tion of the LO BK equation at rapidities y = 0, 5 and y = 10
(from right to left).

be expressed in terms of the scattering amplitude1 N =
1� S.

At finite N
c

, correlators of up to six Wilson lines would
also be needed in order to evaluate the rapidity derivative
of the dipole operator in Eq. (1). In principle one could
obtain the higher-point functions from a solution of the
NLO JIMWLK equation [34, 35], or using e.g. a Gaussian
approximation which allows one to write any higher point
function in terms of the dipole operators as described in
Ref. [36]. The contribution from finite-N

c

corrections
to the leading order BK equation have been studied in
Ref. [37], and their contribution is numerically found to
be even smaller than the ⇠ 1/N

c

2 one would naively
expect, so we feel justified in neglecting them here.

III. EVOLUTION EQUATION FOR THE
CONFORMAL DIPOLE

The Wilson lines are conformally invariant, and thus
their evolution equation should be conformal in a con-
formal field theory. In QCD, one expects the conformal
invariance to be broken only by the running of the cou-
pling. However, the evolution Eq. (1) also has a confor-
mal symmetry breaking NLO double logarithmic term
lnX2

/r

2 lnY 2

/r

2 in the kernel K

1

. Diagrammatically
this contribution arises from the diagrams with a loop
in the 1 ! 2 dipole transition where one gluon interacts
with the shockwave, see discussion and Fig. 9 in Ref. [21].

1
Note that a term N(Y 0

) � N(Y ) is missing from Eq. (136) of

Ref. [21]
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Figure 2: Evolution speed for the conformal and non-
conformal dipoles as a a function of the saturation scale com-
pared to the leading order BK equation solution.

The reason for the conformal invariance breaking is the
fact that the derivation of Ref. [21] uses a cuto↵ in the
longitudinal direction that violates the symmetry. This
was confirmed by the appearence of the same nonconfor-
mal double logarithm in the fully conformally invariant
N = 4 supersymmetric Yang-Mills (SYM) theory [32].
A possible way to restore the conformal invariance,

proposed in Ref. [32], is to rewrite the evolution equa-
tion in terms of the conformal dipole S

conf, defined as

S(r)conf = S(r)
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Here a is an arbitrary dimensional constant which will
eventually cancel from the evolution equation. Using
Eq. (1) one can then derive the NLO evolution equa-
tion for the conformal dipole. The resulting equation
turns out to di↵er from the NLO BK equation only
by the disappearance of the double logarithmic term
lnX2
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2 lnY 2
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2 from K

1

, and the appearance of an ad-
ditional contribution
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in the kernel K
2

. Now the only term that breaks the
conformal invariance is the running coupling ↵

s

. The
corresponding evolution equation in N = 4 SYM theory
is fully conformal [32].

IV. NUMERICAL ANALYSIS

We solve the evolution equations for the non-conformal
and conformal dipoles on a logarithmical grid in r using a
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Figure 3: Logarithmic derivative of the dipole amplitude (evolution speed) at initial condition with di↵erent values for the
anomalous dimension.
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Figure 4: Evolution speed of the dipole amplitude at y = 5 with di↵erent values for the anomalous dimension at the initial
condition.

Runge-Kutta method. The four-dimensional integral in
the NLO part is computed using an adaptive Monte Carlo
algorithm. As an initial condition we use a McLerran-
Venugopalan model [38]
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)�

4
ln

✓
1

r⇤
QCD

+ e

◆#
, (9)

modified by introducing an anomalous dimension � which
controls the power-like tail of the dipole amplitude for
small dipoles. This parametrization is used in phe-
nomenological fits to DIS data e.g. in Ref. [1]. Deter-
mining the correct values for Q2

s,0

and � would require a
full NLO fit to e.g. DIS data, which we are not perform-
ing here. It is not obvious that the initial condition would
be the same as for the leading order equation. We shall
here merely explore the general behavior of the equation
with di↵erent values for Q

2

s,0

and � without aiming for
phenomenologically relevant values in this work.

We find that for some initial conditions (see discus-
sion later) the evolution becomes unstable, such that the
dipole amplitude starts to decrease and may even turn
negative for small dipoles. It however follows from the
definition of the dipole operator, Eq. (2), that one should

have N(r) ! 0 in the limit r ! 0, which is violated by
non-zero amplitude at small r. Also the convolution with
the kernel K

1

in Eq. (1) does not converge if this require-
ment is not fulfilled. To obtain this property, we freeze
N(r) = 0 in the region where the evolution would turn
it negative.

The dipole amplitudes from the NLO equation are
compared with the solution of the leading order equa-
tion in Fig. 1. The main e↵ect of the evolution is to
increase the amplitude at small r, while maintaining it
below the black disk limit of N = 1 at large r. This
leads to the curve N(r) moving towards the left (smaller
r) with rapidity in Fig. 1. It can be seen that the NLO
corrections reduce the evolution speed significantly but
the shape of the dipole amplitude remains roughly un-
changed. The solution in Fig. 1 has an initial condition
Q

s,0

/⇤
QCD

⇠ 19, � = 0.6, deliberately chosen such that
the dipole amplitude increases at small dipoles through-
out the evolution over the rapidity interval studied here.
The evolution for the conformal dipole with the same ini-
tial condition is also shown. Note that at leading order
also the conformal dipole evolution is given by the stan-
dard LO BK equation. In the LO BK equation, we also
use the same “Balitsky” running coupling prescription.

Lappi,Mantysaari

• Evolution speed significantly slowed down with at NLLx order.

• The solution is unstable for some initial conditions.

• Evolution speed turns negative for small dipoles.

• Amplitude becomes negative and unphysical.

@yN(r)

N(r)
⇠ ln r

Negativity at NLLx is also present in 
the calculation with saturation.     

Low x resummation needed also for 
the nonlinear case.
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General setup of resummation for 
linear BFKL

• Kinematical constraint.

• DGLAP  splitting function at LO and NLO.

• NLLx BFKL with suitable subtraction of terms included above.

• Momentum sum rule.

• Running coupling.

Andersson,Gustafson,Kharraziha,Samuelsson
Kwiecinski, Martin, Sutton
Kwiecinski,Martin, AS
Salam
Ciafaloni, Colferai, Salam,  AS
Altarelli, Ball, Forte
Sabio-Vera
Thorne

collinear resummation

Resummation yields results which are stable. Comparisons with phenomenology are favorable.

also Brodsky, Kim, Lipatov, Pivovarov

see talk by Marco Bonvini

BLM scheme
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Resummation in nonlinear equation
Iancu,Madrigal,Mueller,Soyez,Triantafyllopoulous
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Figure 2: Diagrams with two gluons which are ordered in longitudinal momentum (p+ > k+) and also in lifetime
(⌧p > ⌧k); (a) a real-real graph; (b) a virtual-real graph.

before the soft one (k+), but reabsorbed after it; in Fig. 2.b, the hard gluon is virtual and it is
both emitted and reabsorbed prior to the emission of the soft gluon, which is real. Beyond LLA,
other time orderings become important as well and will be later considered (see Fig. 3).

We shall first evaluate the 2-real-gluon graph in Fig. 2.a. After integrating over all emission
times, within the ranges �1 < t1 < ⌧1 < 0 and 0 < ⌧2 < t2 < 1, one finds the following

contribution to the change in dipole S-matrix6 (below,
R
u

⌘ R
d2u and

R
p

⌘ R d2p
(2⇡)2 )

�g

4
N

2
c

(2⇡)2

Z
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S

xu

S

uz

S

zy

Z

pp̃kk̃

eip·(u�x)eip̃·(x�u)eik·(z�y)eik̃·(u�z) p · p̃
p

2
p̃

2

k · k̃
k

2
k̃

2

⇥
Z q+

q+0

dk+

k

+

Z q+

k+

dp+

p

+

p

+

p

+ + k

+ p

2

k

2

p

+

p

+ + k

+ (p̃�k̃)2

k̃

2

. (6)

In the integrals over k

+ and p

+, the upper limit q

+ is the longitudinal momentum of the quark
and antiquark in the original dipole, while the lower limit q

+
0 is the longitudinal scale at which

the scattering probes the dipole wavefunction; that is, the overall rapidity interval available to the
evolution of the projectile wavefunction is Y = ln(q+/q+0 ). The denominators in the second line
come from time integrations and can be recognized as the usual ‘energy’ (here, in the sense of p�)
denominators of light-cone perturbation theory. For instance,

p

+

p

+ + k

+ p

2

k

2

=
k

�

p

� + k

� =
⌧p

⌧p + ⌧k
, (7)

where ⌧p ⌘ 2p+/p2 = 1/p� is the lifetime of the hard gluon fluctuation, as determined by the un-
certainty principle, and similarly for ⌧k. The integral over p+ is logarithmic provided p

+ dominates
both energy denominators, that is, so long as7 p

+
> k

+(p2
/k

2), or ⌧p > ⌧k. Hence, to leading
logarithmic accuracy for the longitudinal logarithm, one can replace ⌧p/(⌧p + ⌧k) ' ⇥(⌧p � ⌧k).

In the BFKL regime, one assumes that there is no strong hierarchy between the transverse
momenta, |k| ⇠ |p|, so the condition ⌧p > ⌧k is automatically satisfied when p

+
> k

+. In that

6To keep expressions simple, we use the large-Nc limit at intermediate steps, but some of the final results, notably
the DLA equation (17), are valid for any Nc.

7For the purposes of power counting, one can use |k| ⇠ |k̃| and |p| ⇠ |p̃� k̃|; indeed, the di↵erence between e.g.
k and k̃ is due to the scattering o↵ the target, which is a comparatively small e↵ect in the high transverse momenta
(or small dipole sizes) regime of interest.

6

Ordering in fluctuation lifetime for the gluon emissions

case, one can freely integrate over transverse momenta in expressions like Eq. (6), to generate the
Weizsäcker–Williams propagators of the soft gluons, according to

Z
d2p

(2⇡)2
p

i

p

2
eip·(x�z) = � i

2⇡

x

i � z

i

(x� z)2
. (8)

After also summing over all possible connections for the two emitted gluons, one builds the relevant
product of dipole kernels (i.e., M

xyu

M
uyz

for the sequence of emissions illustrated in Fig. 2).
However, this is strictly correct only so long as the transverse phase-space is by itself not

logarithmic, meaning so long as Y � ⇢, where ⇢ ⌘ ln(Q2
/Q

2
0) measures the logarithmic separation

in transverse scales between the original dipole, with size r ⌘ 1/Q, and the target, with size
1/Q0. In the end, the transverse integrations in Eq. (6) are restricted to this range, e.g. Q

2
0 .

p

2 . Q

2 (see below). For su�ciently large values of ⇢, one opens the phase-space for a logarithmic
integration over p2, which favors relatively large values |p| � |k|. In this regime, the theta-function
⇥(⌧p�⌧k) = ⇥(p+�k

+(p2
/k

2)) becomes relevant and its e↵ect is to reduce the longitudinal phase-
space, roughly from Y to Y � ⇢.

To the accuracy of interest, i.e. to correctly keep both the corrections of orders ↵̄sY and ↵̄s⇢
2

generated when integrating out the hard gluon p

+, the constraint ⌧p > ⌧k can be enforced directly
in coordinate space, like p

+
ū

2
> k

+
z̄

2. Here, we have anticipated that the corrections of the form
↵̄s⇢

2 come from emissions which are strongly ordered in transverse sizes, such that the daughter
dipoles are much larger than the parent one. In this regime,

|z � x| ' |z � y| ' |z � u| � |u� x| ' |u� y| � r = |x� y| , (9)

and ū refers to any of the sizes, |u � x| or |u � y|, of the first pair of daughter dipoles, while z̄

similarly refers to the daughter dipoles produced by the second splitting8. After performing the
momentum integrals in Eq. (6), summing over all the possible connections for both emitted gluons,
and adding the other splitting sequence (where the gluon at z is emitted from the dipole (x,u)),
one finds the following result from the 32 time–ordered graphs with two ‘real’ gluons (at large Nc):

⇣
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2⇡

⌘2
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q+0

dk+
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Z q+

k+
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⇥(p+ū2�k
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z̄

2)M
xyu

⇥M
uyz

S
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S
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S

zy

+M
xuz

S

xz

S

zu

S

uy

⇤
. (10)

Except for the theta-function enforcing time-ordering, this is recognized as the e↵ect of two con-
secutive steps in the LO BFKL evolution.

To this result, one must add contributions coming from virtual graphs, evaluated to the same
accuracy. The ‘real-virtual’ graphs in which the harder gluon (p+) is virtual, whereas the softer
one (k+) is real, are the only ones that matter to the accuracy of interest. Consider first the 32
such graphs whose topologies (i.e. time-orderings) exist already at LLA, namely those where the
two gluons have no overlap in time with each other (an example is shown in Fig. 2.b). They give

�
⇣
↵̄s

2⇡

⌘2
Z q+

q+0

dk+

k

+

Z q+

k+

dp+

p

+

Z

uz

M
xyu

M
xyz

S

xz

S

zy

. (11)

8When integrating over generic values u and z, like in Eq. (10) below, one can set ū = max (|u�x|, |u�y|) and
z̄ = max (|z � x|, |z � y|, |z � u|).

7

Gluon emission in dipole formalism
Resummation extended to BK: BFKL with saturation
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Figure 5: Numerical solutions to the BK equation for the dipole amplitude at strict LO (i.e. Eq. (32) with KDLA ! 1),
NLO (meaning with kernel KDLA ! KNLO), and after resummation (i.e. with the full kernel KDLA of Eq. (27)). The
dashed line in fig. (c) indicate the transition between Y < ⇢ and Y > ⇢; dotted lines are the direct result of the
numerical simulation, while solid lines have been matched to the expected physical behaviour for ⇢ > Y , i.e. T / e�⇢.

�DLA(�) exhibits a cubic pole at � = 1, the second term in the r.h.s. of Eq. (24), with a negative
residue which makes the function �NLO(�) unstable in the collinear limit � ! 1 (in particular,
there is no saddle point on the real axis). By contrast, the all-order resummation ensures a smooth
behavior near � = 1, as already noticed after Eq. (24). For ↵̄s = 0.25, the function �(�) is seen to
be almost flat for � & 0.5.

A crude estimate of the saturation line13 based on the DLA result in Eq. (21) yields [27]

⇢s(Y ) ⌘ ln
Q

2
s(Y )

Q

2
0

' �sY , with �s =
4↵̄s

1 + 4↵̄s
, (33)

which is significantly smaller than the respective LO result (no resummation) �BFKL ' 4.88↵̄s [25].
This suggests that the reduction of the longitudinal phase-space coming from time-ordering and
giving rise to collinear double logs leads to a considerable reduction in the speed of the evolution.

This expectation is indeed confirmed by the numerical solutions to Eq. (32). In Fig 5, we show
the results for ↵̄s = 0.25 and for an initial condition of the MV type, with A(0, ⇢) = 1 (and hence
Ã(0, ⇢) as given in the first line of Eq. (31)). As before, the results with all-order resummation (cf.
Fig 5.c) are compared to the respective predictions of LO BFKL (cf. Fig 5.a) and to the ‘NLO’
results obtained by using KNLO(⇢) = 1 � ↵̄s⇢

2
/2 (cf. Fig 5.b). The latter are highly unstable and

physically meaningless — the evolution rapidly leads to a negative scattering amplitude — as it
could have been anticipated in view of the pathological behavior of the corresponding characteristic
function �NLO(�) in Fig. 4. Similar instabilities have been recently observed [19] in numerical
simulations of the full NLO BK equation and they have been traced back to the large double-
logarithmic terms ⇠ ↵̄s⇢

2 in the NLO kernel, in agreement with our present findings. By contrast,
the evolution with the fully resummed kernel, shown in Fig 5.c, is perfectly smooth. We also see
in Fig 5.c that the non-physical oscillations at ⇢ > Y introduced by resummation in the initial
condition tend to disappear at larger rapidities. Finally, by comparing the LO results in Fig 5.a to
the resummed ones in Fig 5.c, one clearly sees the anticipated reduction in the evolution speed. A
quick estimate of the saturation exponent from the numerical results in Fig 5.c yields �s ' 0.55,
in remarkable agreement with the crude DLA estimate in Eq. (33).

13We recall the saturation line ⇢s(Y ) is defined by the condition that T (Y, ⇢) ⇠ 1 when ⇢ = ⇢s(Y ).

15

NLLx (double logs only) Resummation (rc LLx + including k.c.)

x

y

z, k+

z, k+
u, p+

u, p+
p

p

k

k

p̃

k̃

k̃

(a) (b)

t1 t2

⌧1

⌧2

Figure 2: Diagrams with two gluons which are ordered in longitudinal momentum (p+ > k+) and also in lifetime
(⌧p > ⌧k); (a) a real-real graph; (b) a virtual-real graph.

before the soft one (k+), but reabsorbed after it; in Fig. 2.b, the hard gluon is virtual and it is
both emitted and reabsorbed prior to the emission of the soft gluon, which is real. Beyond LLA,
other time orderings become important as well and will be later considered (see Fig. 3).

We shall first evaluate the 2-real-gluon graph in Fig. 2.a. After integrating over all emission
times, within the ranges �1 < t1 < ⌧1 < 0 and 0 < ⌧2 < t2 < 1, one finds the following

contribution to the change in dipole S-matrix6 (below,
R
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. (6)

In the integrals over k

+ and p

+, the upper limit q

+ is the longitudinal momentum of the quark
and antiquark in the original dipole, while the lower limit q

+
0 is the longitudinal scale at which

the scattering probes the dipole wavefunction; that is, the overall rapidity interval available to the
evolution of the projectile wavefunction is Y = ln(q+/q+0 ). The denominators in the second line
come from time integrations and can be recognized as the usual ‘energy’ (here, in the sense of p�)
denominators of light-cone perturbation theory. For instance,
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⌧p + ⌧k
, (7)

where ⌧p ⌘ 2p+/p2 = 1/p� is the lifetime of the hard gluon fluctuation, as determined by the un-
certainty principle, and similarly for ⌧k. The integral over p+ is logarithmic provided p

+ dominates
both energy denominators, that is, so long as7 p

+
> k

+(p2
/k

2), or ⌧p > ⌧k. Hence, to leading
logarithmic accuracy for the longitudinal logarithm, one can replace ⌧p/(⌧p + ⌧k) ' ⇥(⌧p � ⌧k).

In the BFKL regime, one assumes that there is no strong hierarchy between the transverse
momenta, |k| ⇠ |p|, so the condition ⌧p > ⌧k is automatically satisfied when p

+
> k

+. In that

6To keep expressions simple, we use the large-Nc limit at intermediate steps, but some of the final results, notably
the DLA equation (17), are valid for any Nc.

7For the purposes of power counting, one can use |k| ⇠ |k̃| and |p| ⇠ |p̃� k̃|; indeed, the di↵erence between e.g.
k and k̃ is due to the scattering o↵ the target, which is a comparatively small e↵ect in the high transverse momenta
(or small dipole sizes) regime of interest.

6

Ordering in fluctuation lifetime for the gluon emissions

case, one can freely integrate over transverse momenta in expressions like Eq. (6), to generate the
Weizsäcker–Williams propagators of the soft gluons, according to

Z
d2p

(2⇡)2
p

i

p

2
eip·(x�z) = � i

2⇡

x

i � z

i

(x� z)2
. (8)

After also summing over all possible connections for the two emitted gluons, one builds the relevant
product of dipole kernels (i.e., M

xyu

M
uyz

for the sequence of emissions illustrated in Fig. 2).
However, this is strictly correct only so long as the transverse phase-space is by itself not

logarithmic, meaning so long as Y � ⇢, where ⇢ ⌘ ln(Q2
/Q

2
0) measures the logarithmic separation

in transverse scales between the original dipole, with size r ⌘ 1/Q, and the target, with size
1/Q0. In the end, the transverse integrations in Eq. (6) are restricted to this range, e.g. Q

2
0 .

p

2 . Q

2 (see below). For su�ciently large values of ⇢, one opens the phase-space for a logarithmic
integration over p2, which favors relatively large values |p| � |k|. In this regime, the theta-function
⇥(⌧p�⌧k) = ⇥(p+�k

+(p2
/k

2)) becomes relevant and its e↵ect is to reduce the longitudinal phase-
space, roughly from Y to Y � ⇢.

To the accuracy of interest, i.e. to correctly keep both the corrections of orders ↵̄sY and ↵̄s⇢
2

generated when integrating out the hard gluon p

+, the constraint ⌧p > ⌧k can be enforced directly
in coordinate space, like p

+
ū

2
> k

+
z̄

2. Here, we have anticipated that the corrections of the form
↵̄s⇢

2 come from emissions which are strongly ordered in transverse sizes, such that the daughter
dipoles are much larger than the parent one. In this regime,

|z � x| ' |z � y| ' |z � u| � |u� x| ' |u� y| � r = |x� y| , (9)

and ū refers to any of the sizes, |u � x| or |u � y|, of the first pair of daughter dipoles, while z̄

similarly refers to the daughter dipoles produced by the second splitting8. After performing the
momentum integrals in Eq. (6), summing over all the possible connections for both emitted gluons,
and adding the other splitting sequence (where the gluon at z is emitted from the dipole (x,u)),
one finds the following result from the 32 time–ordered graphs with two ‘real’ gluons (at large Nc):
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Except for the theta-function enforcing time-ordering, this is recognized as the e↵ect of two con-
secutive steps in the LO BFKL evolution.

To this result, one must add contributions coming from virtual graphs, evaluated to the same
accuracy. The ‘real-virtual’ graphs in which the harder gluon (p+) is virtual, whereas the softer
one (k+) is real, are the only ones that matter to the accuracy of interest. Consider first the 32
such graphs whose topologies (i.e. time-orderings) exist already at LLA, namely those where the
two gluons have no overlap in time with each other (an example is shown in Fig. 2.b). They give
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8When integrating over generic values u and z, like in Eq. (10) below, one can set ū = max (|u�x|, |u�y|) and
z̄ = max (|z � x|, |z � y|, |z � u|).

7

Kinematical constraint which  resums important double logs.  see also Motyka, AS; Beuf

Gluon emission in dipole formalism
Resummation extended to BK: BFKL with saturation
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Figure 5: Numerical solutions to the BK equation for the dipole amplitude at strict LO (i.e. Eq. (32) with KDLA ! 1),
NLO (meaning with kernel KDLA ! KNLO), and after resummation (i.e. with the full kernel KDLA of Eq. (27)). The
dashed line in fig. (c) indicate the transition between Y < ⇢ and Y > ⇢; dotted lines are the direct result of the
numerical simulation, while solid lines have been matched to the expected physical behaviour for ⇢ > Y , i.e. T / e�⇢.

�DLA(�) exhibits a cubic pole at � = 1, the second term in the r.h.s. of Eq. (24), with a negative
residue which makes the function �NLO(�) unstable in the collinear limit � ! 1 (in particular,
there is no saddle point on the real axis). By contrast, the all-order resummation ensures a smooth
behavior near � = 1, as already noticed after Eq. (24). For ↵̄s = 0.25, the function �(�) is seen to
be almost flat for � & 0.5.

A crude estimate of the saturation line13 based on the DLA result in Eq. (21) yields [27]

⇢s(Y ) ⌘ ln
Q

2
s(Y )

Q

2
0

' �sY , with �s =
4↵̄s

1 + 4↵̄s
, (33)

which is significantly smaller than the respective LO result (no resummation) �BFKL ' 4.88↵̄s [25].
This suggests that the reduction of the longitudinal phase-space coming from time-ordering and
giving rise to collinear double logs leads to a considerable reduction in the speed of the evolution.

This expectation is indeed confirmed by the numerical solutions to Eq. (32). In Fig 5, we show
the results for ↵̄s = 0.25 and for an initial condition of the MV type, with A(0, ⇢) = 1 (and hence
Ã(0, ⇢) as given in the first line of Eq. (31)). As before, the results with all-order resummation (cf.
Fig 5.c) are compared to the respective predictions of LO BFKL (cf. Fig 5.a) and to the ‘NLO’
results obtained by using KNLO(⇢) = 1 � ↵̄s⇢

2
/2 (cf. Fig 5.b). The latter are highly unstable and

physically meaningless — the evolution rapidly leads to a negative scattering amplitude — as it
could have been anticipated in view of the pathological behavior of the corresponding characteristic
function �NLO(�) in Fig. 4. Similar instabilities have been recently observed [19] in numerical
simulations of the full NLO BK equation and they have been traced back to the large double-
logarithmic terms ⇠ ↵̄s⇢

2 in the NLO kernel, in agreement with our present findings. By contrast,
the evolution with the fully resummed kernel, shown in Fig 5.c, is perfectly smooth. We also see
in Fig 5.c that the non-physical oscillations at ⇢ > Y introduced by resummation in the initial
condition tend to disappear at larger rapidities. Finally, by comparing the LO results in Fig 5.a to
the resummed ones in Fig 5.c, one clearly sees the anticipated reduction in the evolution speed. A
quick estimate of the saturation exponent from the numerical results in Fig 5.c yields �s ' 0.55,
in remarkable agreement with the crude DLA estimate in Eq. (33).

13We recall the saturation line ⇢s(Y ) is defined by the condition that T (Y, ⇢) ⇠ 1 when ⇢ = ⇢s(Y ).
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Figure 2: Diagrams with two gluons which are ordered in longitudinal momentum (p+ > k+) and also in lifetime
(⌧p > ⌧k); (a) a real-real graph; (b) a virtual-real graph.

before the soft one (k+), but reabsorbed after it; in Fig. 2.b, the hard gluon is virtual and it is
both emitted and reabsorbed prior to the emission of the soft gluon, which is real. Beyond LLA,
other time orderings become important as well and will be later considered (see Fig. 3).

We shall first evaluate the 2-real-gluon graph in Fig. 2.a. After integrating over all emission
times, within the ranges �1 < t1 < ⌧1 < 0 and 0 < ⌧2 < t2 < 1, one finds the following

contribution to the change in dipole S-matrix6 (below,
R
u

⌘ R
d2u and

R
p

⌘ R d2p
(2⇡)2 )

�g

4
N

2
c

(2⇡)2

Z

uz

S

xu

S

uz

S

zy

Z

pp̃kk̃

eip·(u�x)eip̃·(x�u)eik·(z�y)eik̃·(u�z) p · p̃
p

2
p̃

2

k · k̃
k

2
k̃

2

⇥
Z q+

q+0

dk+

k

+

Z q+

k+

dp+

p

+

p

+

p

+ + k

+ p

2

k

2

p

+

p

+ + k

+ (p̃�k̃)2

k̃

2

. (6)

In the integrals over k

+ and p

+, the upper limit q

+ is the longitudinal momentum of the quark
and antiquark in the original dipole, while the lower limit q

+
0 is the longitudinal scale at which

the scattering probes the dipole wavefunction; that is, the overall rapidity interval available to the
evolution of the projectile wavefunction is Y = ln(q+/q+0 ). The denominators in the second line
come from time integrations and can be recognized as the usual ‘energy’ (here, in the sense of p�)
denominators of light-cone perturbation theory. For instance,

p

+

p

+ + k

+ p

2

k

2

=
k

�

p

� + k

� =
⌧p

⌧p + ⌧k
, (7)

where ⌧p ⌘ 2p+/p2 = 1/p� is the lifetime of the hard gluon fluctuation, as determined by the un-
certainty principle, and similarly for ⌧k. The integral over p+ is logarithmic provided p

+ dominates
both energy denominators, that is, so long as7 p

+
> k

+(p2
/k

2), or ⌧p > ⌧k. Hence, to leading
logarithmic accuracy for the longitudinal logarithm, one can replace ⌧p/(⌧p + ⌧k) ' ⇥(⌧p � ⌧k).

In the BFKL regime, one assumes that there is no strong hierarchy between the transverse
momenta, |k| ⇠ |p|, so the condition ⌧p > ⌧k is automatically satisfied when p

+
> k

+. In that

6To keep expressions simple, we use the large-Nc limit at intermediate steps, but some of the final results, notably
the DLA equation (17), are valid for any Nc.

7For the purposes of power counting, one can use |k| ⇠ |k̃| and |p| ⇠ |p̃� k̃|; indeed, the di↵erence between e.g.
k and k̃ is due to the scattering o↵ the target, which is a comparatively small e↵ect in the high transverse momenta
(or small dipole sizes) regime of interest.

6

Ordering in fluctuation lifetime for the gluon emissions

case, one can freely integrate over transverse momenta in expressions like Eq. (6), to generate the
Weizsäcker–Williams propagators of the soft gluons, according to

Z
d2p

(2⇡)2
p

i

p

2
eip·(x�z) = � i

2⇡

x

i � z

i

(x� z)2
. (8)

After also summing over all possible connections for the two emitted gluons, one builds the relevant
product of dipole kernels (i.e., M

xyu

M
uyz

for the sequence of emissions illustrated in Fig. 2).
However, this is strictly correct only so long as the transverse phase-space is by itself not

logarithmic, meaning so long as Y � ⇢, where ⇢ ⌘ ln(Q2
/Q

2
0) measures the logarithmic separation

in transverse scales between the original dipole, with size r ⌘ 1/Q, and the target, with size
1/Q0. In the end, the transverse integrations in Eq. (6) are restricted to this range, e.g. Q

2
0 .

p

2 . Q

2 (see below). For su�ciently large values of ⇢, one opens the phase-space for a logarithmic
integration over p2, which favors relatively large values |p| � |k|. In this regime, the theta-function
⇥(⌧p�⌧k) = ⇥(p+�k

+(p2
/k

2)) becomes relevant and its e↵ect is to reduce the longitudinal phase-
space, roughly from Y to Y � ⇢.

To the accuracy of interest, i.e. to correctly keep both the corrections of orders ↵̄sY and ↵̄s⇢
2

generated when integrating out the hard gluon p

+, the constraint ⌧p > ⌧k can be enforced directly
in coordinate space, like p

+
ū

2
> k

+
z̄

2. Here, we have anticipated that the corrections of the form
↵̄s⇢

2 come from emissions which are strongly ordered in transverse sizes, such that the daughter
dipoles are much larger than the parent one. In this regime,

|z � x| ' |z � y| ' |z � u| � |u� x| ' |u� y| � r = |x� y| , (9)

and ū refers to any of the sizes, |u � x| or |u � y|, of the first pair of daughter dipoles, while z̄

similarly refers to the daughter dipoles produced by the second splitting8. After performing the
momentum integrals in Eq. (6), summing over all the possible connections for both emitted gluons,
and adding the other splitting sequence (where the gluon at z is emitted from the dipole (x,u)),
one finds the following result from the 32 time–ordered graphs with two ‘real’ gluons (at large Nc):

⇣
↵̄s

2⇡

⌘2
Z q+

q+0

dk+

k

+

Z q+

k+

dp+

p

+

Z

uz

⇥(p+ū2�k

+
z̄

2)M
xyu

⇥M
uyz

S

xu

S

uz

S

zy

+M
xuz

S

xz

S

zu

S

uy

⇤
. (10)

Except for the theta-function enforcing time-ordering, this is recognized as the e↵ect of two con-
secutive steps in the LO BFKL evolution.

To this result, one must add contributions coming from virtual graphs, evaluated to the same
accuracy. The ‘real-virtual’ graphs in which the harder gluon (p+) is virtual, whereas the softer
one (k+) is real, are the only ones that matter to the accuracy of interest. Consider first the 32
such graphs whose topologies (i.e. time-orderings) exist already at LLA, namely those where the
two gluons have no overlap in time with each other (an example is shown in Fig. 2.b). They give

�
⇣
↵̄s

2⇡

⌘2
Z q+

q+0

dk+

k

+

Z q+

k+

dp+

p

+

Z

uz

M
xyu

M
xyz

S

xz

S

zy

. (11)

8When integrating over generic values u and z, like in Eq. (10) below, one can set ū = max (|u�x|, |u�y|) and
z̄ = max (|z � x|, |z � y|, |z � u|).
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Kinematical constraint which  resums important double logs.  see also Motyka, AS; Beuf

Gluon emission in dipole formalism

Important question: can one 
incorporate resummation of 
the single logs as well in the 

nonlinear case?

Resummation extended to BK: BFKL with saturation
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Impact factors at NLL

B
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⊗

⊗

G(ω, k1, k2)
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k2

k1

k2

ΦA(QA, k1)

ΦB(QB, k2)

Figure 1: Regge-type factorization formula for the cross section. The slashed gluon lines indicate
reggeized gluons.

It is here understood that K0 and K1 are of order αs and α2
s respectively (as clear from

equations (2.7) and (2.8) below).

We shall be solving the BFKL equation using both kernels K0 and K1. In addition we

will be interested in studying the nonlinear evolution equation obtained after introducing

a saturation boundary which modifies the action of the linear kernel K. We will explain

this procedure further below. Let us mention that we will generally be solving the BFKL

equation with a generic initial condition in k. This corresponds to defining a new function

F(ω,k) by

F(ω,k;QB) ≡
∫

d2k2

k22
G(ω;k,k2) ΦB(QB ,k2) , (2.4)

which then satisfies the equation

ωF(ω,k;QB) =
ΦB(QB ,k)

k2
+

∫
d2k′

π2
K(k,k′)F(ω,k′;QB) . (2.5)

This implies that we may write the cross section (2.1) as

σAB(s,QA, QB) =

∫
dω

2πi

(
s

s0

)ω ∫ d2k1

k21
ΦA(QA,k1)F(ω,k1;QB) . (2.6)

In the following we shall keep the dependence of F on QB implicit.

Let us now turn to the explicit expression for the BFKL kernel up to the next-to-

leading order. We consider the solutions which are averaged over the angle. The leading

logarithmic (LL) order kernel (after the angular averaging) is given by

∫
dk22
π

K0(k1, k2) f
(
k22
)
= ᾱs(µ

2)

∫
dk22

1

|k21 − k22|

(
f
(
k22
)
− 2

min
(
k21 , k

2
2

)

k21 + k22
f
(
k21
))

, (2.7)

– 6 –

For the complete NLL calculation of the cross 
section one needs both the NLL calculation of the 

evolution and the impact factors.
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FIG. 1. Tree-level diagrams contributing to the LFWF of the qq̄g Fock component inside a dressed transverse photon.
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In summary, the qq̄ contributions to ��⇤

L and ��⇤

T at NLO are given respectively by Eqs. (24) and (29), with the loop

correction eV given by Eq. (19). It remains to calculate the qq̄g contributions, obtained from the �⇤
� ! qq̄g LFWFs

according to Eq. (14), and combine both types of contributions.

III. QUARK-ANTIQUARK-GLUON LFWFS

The LFWFs for the quark-antiquark-gluon Fock states inside a transverse or longitudinal virtual photon dressed
state have already been calculated at tree level in Ref. [39]. However, that calculation was done in D = 4 strictly,
whereas the result in generic dimension is needed for a consistent combination with the qq̄ contributions (24) and
(29). It is the purpose of the present section is to close this gap.

Example of NLL corrections to the 
photon-gluon impact factor

Beuf; Balitsky,ChirilliComplete NLL calculation
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Figure 3. LO and NLO contributions to FL as a function of xBj at Q2 = 1 GeV2 (left) and Q

2 = 50 GeV2 (right) with ↵s = 0.2.
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Figure 4. LO and NLO contributions to FT as a function of xBj at Q2 = 1 GeV2 (left) and Q

2 = 50 GeV2 (right) with ↵s = 0.2.

a rapidity scale which depends on the gluon momentum
fraction, i.e. the invariant mass of the qq̄g-state, in a way
that is more consistent with the qg part. The expressions
we currently use restrict the kinematics to the regime of
validity of the dipole picture X < x0 for the qg-part, but
not for the dipole part. This leads to a sign change of
the total NLO contribution as a function of x

Bj

near x0.
While the running of the strong coupling ↵s is in princi-

ple a subleading e↵ect in a leading order calculation, this
e↵ect has to be taken into account at next-to-leading or-
der. To evaluate its importance here, we use the simple
parent dipole prescription in which the coupling is given
by

↵s(x
2
01) =

4⇡

�0 ln

✓
4C

2

x

2
01⇤

2
QCD

◆
, (19)

with �0 = (11Nc � 2nf)/3. The scaling parameter C2 is

taken to be C

2 = e

�2�e , as suggested in Refs. [31, 32],
and the coupling is frozen at the value 0.7 at large dipole
sizes. When fitting the initial condition of the BK equa-
tion to data at leading order (see e.g. [3, 4]), one usually
uses instead the Balitsky prescription [33] for the run-
ning coupling and additionally takes C2 as a fit parame-
ter in order to obtain a slow enough evolution. However,
in principle the choice of the running coupling prescrip-
tion is a higher order e↵ect, and thus the parent dipole
prescription is equally well justified in a weak coupling
sense. Also on the phenomenological level it has been
shown [8, 10–12] that the NLO corrections to the BK
kernel slow down the evolution, and thus it is not a priori
obvious which prescription will yield a good description
of experimental data at the NLO level.

As stated before, our purpose here is not to achieve a
fit to DIS data, but to quantify the e↵ect of the NLO
corrections to the impact factor compared to previous
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a rapidity scale which depends on the gluon momentum
fraction, i.e. the invariant mass of the qq̄g-state, in a way
that is more consistent with the qg part. The expressions
we currently use restrict the kinematics to the regime of
validity of the dipole picture X < x0 for the qg-part, but
not for the dipole part. This leads to a sign change of
the total NLO contribution as a function of x

Bj

near x0.
While the running of the strong coupling ↵s is in princi-

ple a subleading e↵ect in a leading order calculation, this
e↵ect has to be taken into account at next-to-leading or-
der. To evaluate its importance here, we use the simple
parent dipole prescription in which the coupling is given
by
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with �0 = (11Nc � 2nf)/3. The scaling parameter C2 is

taken to be C

2 = e

�2�e , as suggested in Refs. [31, 32],
and the coupling is frozen at the value 0.7 at large dipole
sizes. When fitting the initial condition of the BK equa-
tion to data at leading order (see e.g. [3, 4]), one usually
uses instead the Balitsky prescription [33] for the run-
ning coupling and additionally takes C2 as a fit parame-
ter in order to obtain a slow enough evolution. However,
in principle the choice of the running coupling prescrip-
tion is a higher order e↵ect, and thus the parent dipole
prescription is equally well justified in a weak coupling
sense. Also on the phenomenological level it has been
shown [8, 10–12] that the NLO corrections to the BK
kernel slow down the evolution, and thus it is not a priori
obvious which prescription will yield a good description
of experimental data at the NLO level.

As stated before, our purpose here is not to achieve a
fit to DIS data, but to quantify the e↵ect of the NLO
corrections to the impact factor compared to previous

Numerical studies 
demonstrated the 

importance of the NLL 
correction to the impact 

factor

Ducloe, Hanninen,Lappi,Zhu
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BFKL at NNLL ?
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Figure 5. The BFKL eigenvalue for m = 0 along the real ⌫ axis at various orders for � = g2YMNc = 6.
Convergence near the maximum is visibly slower than away from it. The “resummation of leading-
order” is defined below eq. (5.16).

Expressions for higher m will not be reproduced here but a Mathematica notebook

trajectories 3loop.nb attached to the arXiv submission article allows to manipulate them

easily. (The command j3Eval[m,nu] evaluates numerically to high accuracy the 3-loop cor-

rection to j(m, nu), by numerically integrating the series-expansion around 0 and 1 of the

radial functions; the command F3integrandHPL[m] produces symbolic expressions for the

radial function and transverse spin m in terms of harmonic polylogarithms.) In appendix C

we also provide harmonic sums expressions for m = 0 and m = 1.

For even m = 2, 4, 6 . . ., something new happens: the integrand requires a generalization

of harmonic polylogarithms involving iterations of
R

d

dx

0 log 1�i

p
x

0

1+i

p
x

0 . This is related to the

square-root containing entries of the symbol of H(y) recorded at the end of appendix B.

While still straightforward to evaluate the Mellin transform numerically, the result cannot

be written in terms of conventional harmonic sums and it is an interesting open problem to

characterize this new class of sums.

Finally, we have compared our result for m = 0 with the recent works [15, 16], which

exploited, respectively, integrability of the theory and high-loop data in the collinear limit.

After converting to our basis, we found perfect agreement with both references (showing in

particular that they are equal to each other). The coordinate space kernel (5.6), its corre-

sponding eigenvalue for m > 0, and the nonlinear terms in eq. (4.33c), are new predictions.

– 28 –

NNLL BFKL correction obtained in N=4 SYM. 

One of the methods relies on the equivalence between the forward scattering and the jet physics of wide-
angle soft gluon radiation.

Caron-Huot, Herranen

j(0, ⌫) = 1 +

Z
dk02

k02

✓
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◆ 1
2+

i⌫
2

K(k0, k)

BFKL eigenvalue

 How the resummation 
methods developed so far 
compare with the exact 

NNLL?

Gromov,Levkovich-Maslyuk,Sizov;
Velizhanin
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Impact parameter and 
low x physics
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What about spatial distribution in small x 
evolution?

• The target has infinite size.
• Local approximation suggests that the system 

becomes more  perturbative as the energy grows.
• But this cannot be true everywhere (IR in QCD)

???

Usual approximation:

U(Y ;x0,x1) = U(Y ; |x0 � x1|)
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Figure 1: Fit of the TOTEM data – dotted and dash-dotted curves. Dotted curve is calculated with parameter ρ(s, 0) =
0.107 and dash-dotted curve with ρ(s, 0) = 0.148
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Figure 3: The overlap functions at 23.5 GeV (solid curve), 62.5 GeV (dotted curve) and 7 TeV (dash-dotted curve)

but there is no sharp cutoff at large impact parameters. At b = 0, it approaches the unitarity limit
corresponding to the complete blackness. This is a clear manifestation of the parton saturation
effect.
The difference between the two functions ∆G(b) = G(s1, b) − G(s2, b) (√s1 = 7 TeV,√s2 = 23.5GeV) results because of the increase of the elastic cross section and shrinkage of

the diffraction cone with energy. In other words, it demonstrates the increase of the opacity since
the ratio σel/σtot increases also, and it is proportional to the opacity.
In Fig. 4, we demonstrate the difference between these two distributions (the upper curve). It

is mainly concentrated at the periphery of the proton at the distance about 1 fm. This feature
is stable against the variations of ρ(s, 0). It shows that, at higher energies, the peripheral region
becomes more populated by partons, and they play more active role in particle production.
It is tempting to ascribe the peripheral nature of this effect to two features of inelastic processes

observed already at LHC. First, the collisions with impact parameters about 1 fm lead to the
almond-shaped overlap region. Therefore, due to increase of the parton density they become
responsible for the ridge-effect visible in high multiplicity pp-processes at LHC but not observed
at lower energies. Second, the more peripheral collisions with larger impact parameters would
lead to strong increase of the cross section of the inelastic diffraction with large masses and high
multiplicities which can hardly be separated by the gap criteria from the minimum bias events.
This is especially interesting because the cross section of the low-mass diffraction is rather small
at 7 TeV [5] and surprisingly close to its values at ISR energies. The stronger absorption in
the peripheral region at 7 TeV results in the suppression of the low-mass inelastic diffraction
processes. It looks as if it is necessary to include the states of the continuum spectrum beside the

6

Impact parameter amplitude provides information about the unitarity limit.

Impact parameter representation 
Why do we care about impact parameter?

Impact parameter profile can provide the information how close the amplitudes are to the unitarity limit.
Important to address the issue of correlations and  in the double parton scattering context.

Impact parameter representation for total, elastic and inelastic pp cross section

Dremin,Nechitailo

Unitarity limit:
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Gribov diffusion in parton model

Gribov Emission of particles, with some transverse momenta 
leads to the diffusion in impact parameter space.

parton distribution in the plane perpendicular to the momentum p⃗. For that
purpose it is convenient to transform from Ψn(k1⊥, η1, k2⊥, η2, . . . kn⊥, ηn) to the
impact parameter representation Ψn(ρ⃗1, η1, ρ⃗2, η2, . . . ρ⃗n, η):

Ψn(ρ⃗n, ηn) =
∫

ei
∑

ki⊥ρiΨ(ki⊥, ηi)δ(
∑

k⊥i)(2π)2
∏ d2ki

(2π)2
. (10)

Let us rank the partons in the order of their decreasing rapidities. Consider a
parton with the rapidity η ≪ ηp and let us follow its history from the initial
parton. Initially, we will assume that it was produced solely via parton emissions
(Fig.9).

ρ η

Figure 9. Figure 10.

In this case it is clear that if the transversal momenta of all partons are of the
order of µ, than each parton emission leads to a change of the impact parameter
ρ⃗ by ∼ 1

µ . If n emissions are necessary to reduce the rapidity from ηp to η, and

they are independent and random, (∆ρ)2 ∼ n. If every emission changes the
rapidity of the parton by about one unit, then

(∆ρ)2 = γ(ηp − η). (11)

Hence, the process of the subsequent parton emissions results in a kind of diffusion
in the impact parameter plane. The parton distribution in ρ for the rapidity η

11

kT1, ⌘1

kT2, ⌘2

kTn, ⌘n
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Assumption:
each emission leads
to the change of impact 
parameter of the order of 
some scale

b ⇠ 1

µ
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Exclusive diffraction of  vector mesons in DIS

• Exclusive diffractive production of VM is an excellent 
process for extracting the dipole amplitude and GPDs

• Suitable process for estimating the ‘blackness’ of the 
interaction.

• t-dependence provides an information about the impact 
parameter profile of the amplitude.

Additional variable t gives access 
to impact parameter (b) 
dependent amplitudes 

Large t (small b) probes densest 
packed part of proton? 
c.f. inclusive scattering probes median 
b~2-3 GeV-1 

e.g. “b-Sat” Dipole model [Golec-Biernat, Wuesthoff, 

Bartels, Teaney, Kowalski, Motyka, Watt] … 
“eikonalised”: with impact-parameter 

   dependent saturation  
“1 Pomeron”: non-saturating 

•  Significant non-linear  
effects expected  
even for t-integrated  
cross section in LHeC  
kinematic range. 
•  Data shown are  
extrapolations of  
HERA power law fit  
for Ee = 150 GeV… 
    " Satn smoking gun? 

[Watt] 

[2 years in low x configuration] 
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Figure 2.59: (a) The (imaginary part of the) dipole scattering amplitude, N (x, r, b), as a func-
tion of the impact parameter b, for r = 1 GeV�1 (typical for exclusive J/⌅ photoproduction)
and di⇥erent x values. (b) The (r-integrated) amplitude for exclusive J/⌅ photoproduction as
a function of b, for W = 300 GeV and |t| = 0, 1, 2, 3, 4 GeV2.

can clearly distinguish between the di⇥erent models. The di⇥erences are of course amplified
for larger t and large energies, where however the precise extraction of the t slope will be more
challenging.

Summarizing, it is clear that the precise measurements of large-|t| exclusive J/⌅ photopro-
duction at the LHeC would have significant sensitivity to unitarity e⇥ects.

Di�ractive Vector Meson Production from Nuclei This is still needed I think!!! PRN
Similar studies of elastic J/⌅ photoproduction in LHeC eA collisions have been proposed

as a direct means of extracting the nuclear gluon density [?].

DVCS and GPDs

Current DVCS Perspectives Text from Christian Weiss
Exclusive processes such as electroproduction of vector mesons and photons, �⇥N ⇥ V +N(V =
⇥0,⇤, �), or photoproduction of heavy quarkonia, �N ⇥ V + N(V = J/⌅, �), provide informa-
tion on nucleon structure and small-x dynamics complementary to that obtained in inclusive
or di⇥ractive measurements [128]. At su⌅ciently large Q2 the meson/photon is produced in
a configuration of transverse size much smaller than the typical hadronic size, r⇤ � Rhadron,
whose interaction with the target can be described using perturbative QCD [203]. A QCD
factorization theorem [204] states that the exclusive amplitudes in this regime can be factorized
into a pQCD scattering process and certain universal process-independent functions describ-
ing the emission and absorption of the active partons by the target, the generalized parton
distributions (or GPDs).

77

Large momentum transfer t probes small impact parameter where the density of interaction 
region is largest 
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Evolved solution for the dipole amplitude

Profile in b: Solid line KMW, dashed lines BK with running coupling and cuts
Small x evolution leads to the broader distribution in impact parameter

Change of shape with decreasing x
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(a) Dipole size r = 1.0 GeV−1. Logarithmic horizontal axis.

1 2 3 4 5 6
0.0

0.1

0.2

0.3

0.4

0.5
Dipole Size: 1.00 (GeV-1) | cos(phi): 0.0 | Delta Y: 4.0 | max Y: 8.0

Impact Parameter (GeV-1)

N
(y

)
(b) Dipole size r = 1.0 GeV−1. Linear horizontal axis.

FIG. 7: Dipole scattering amplitude as a function of the impact parameter for fixed dipole size and dipole orientation θ = π/2.
The solid lines represent the model (8) used in [45]. The dashed lines correspond to the solution of the BK equation with the
kernel (15), m = 0.35 GeV. The dashed - dotted line represents the initial conditions at Y = 0 (x0 = 0.01) also taken from
model in [45].
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FIG. 8: The value of the average squared width ⟨b2⟩, defined in Eq. (17), as a function of rapidity for fixed value of the dipole
size r. The solid line is the model (8) with parameters taken from [45] and the dashed line is obtained from solution to the BK
equation with the kernel (15).

defined as

⟨b2⟩ =

∫

d2b b2 N(r,b; Y )
∫

d2bN(r,b; Y )
, (17)

as a function of rapidity for fixed value of the dipole size r. We compared the value of ⟨b2⟩ extracted from the solution
to the BK equation with the value obtained from model (8). The model (8) gives almost constant width, independent
of rapidity, which is to be expected. On the contrary, in the case of the BK equation the width clearly increases with
rapidity. For the rapidities considered here, we observe that it is almost a linear growth, with slightly faster increase
at the highest values of rapidity ∼ 6 − 8 along with mild dependence of the slope on the value of the dipole size.

KMW (b-Sat model) 
initial condition

BK solution

b-Sat

Berger,AS
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Diffractive slope
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Figure 10: Dependence of the slope parameter BD on combined variable Q2 + M2

V
for ρ, φ, J/Ψ

scattering process. Three plots in Figure 10 show the dependence of the slope parameter

on the variable Q2 + M2
V for ρ,φ, and J/Ψ. The theoretical curves follow the trend of

the experimental data. We observe that for the ρ production the dependence of BD on

Q2 is well described but the normalization is underestimated, which is most probably

related to the lower normalization for the resulting integrated cross section. The decrease

of the slope for low values of Q2 + M2
V is related to the initial dependence on the size

of the vector meson. For larger values of Q2 the dependence flattens to a common value

of BD ∼ 4 GeV−2 for each of the vector meson species. This flattening and universality

at large values of Q2 indicates that in this regime the BD indeed characterizes the size

of the proton through the interaction with the small probe which is high Q2 dipole. This

characteristic size of the gluon density inside the proton
√

⟨r2⟩ ∼ 0.6 fm is markedly smaller

than the electromagnetic radius which is of the order ∼ 0.8 fm. This indicates that the

gluon distribution differs from the spatial extension of the quarks in the proton.

In Fig. 11 we show the same quantity BD but as a function of W for two different

values of Q2 for both J/Ψ and ρ. While the error bars on the experimental data for BD

are relatively large, we see that the theoretical curves describe very well the increasing

trend of the data, which is especially visible in the bin for lower value of Q2 (in fact the

bin with higher Q2 is consistent with the flat dependence as well). In the calculation

– 16 –

d�

dt
⇠ e�BD|t|

• The value of BD is closely related to the  
transverse size of the interaction 
region which is a combination of the 
size of the VM and the  size of the 
gluon hot-spot in the proton. 

• In the case of the lighter mesons it is 
the first one which prevails. 

• For heavier mesons, it is the larger size 
of the gluon distribution in the proton. 
Thus it does not depend on Q2 that 
much.

⇠
p

2BD

⇠
p

2BD

VM

proton 
(gluon hot spot) HERA data

Berger,AS
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Slope vs energy
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• Reasonable description of the diffractive 
slope from dynamical prediction based on 
BK evolution with cutoff

• LHeC through the measurements of the 
differential cross section in t,W,Q2 would 
provide detailed information about the 
shape of the proton and its variation with 
the energy.  

ALICE (ultraperipheral collisions)
BD(W = 29.8 GeV) = 4 GeV�2

BD(W = 706 GeV) = 6.7 GeV�2
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Figure 2.60: W -distributions of exclusive J/⇥ photoproduction at the LHeC in bins of t =
0.10, 0.20, 0.49, 1.03, 1.75 GeV2. The di�erence between the solid and dashed curves indicates
the size of unitarity corrections compared to pseudo-data from an LHeC simulation. The central
values of the LHeC pseudo-data points were obtained from a Gaussian distribution with the
mean given by extrapolating a parameterisation of HERA data and the standard deviation
given by the statistical errors from the LHeC simulation with Ee = 150 GeV. The t-integrated
cross section (�) as a function of W for the HERA parameterisation was obtained from a power-
law fit to the data from both ZEUS [197] and H1 [198], then the t-distribution was assumed to
behave as d�/dt = � · BD exp(�BD|t|), with BD = [4.400 + 4 · 0.137 log(W/90 GeV)] GeV�2

obtained from a linear fit to the values of BD versus W given by both ZEUS [197] and H1 [198].
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LHeC simulation

LHeC

Berger,AS
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Shape of the proton
Schlichting,Schenke

Study of the evolution of the asymmetric shape of proton.
Initial asymmetry is not washed out by evolution quickly.

Important for ridge and        studies in pp/pA.vn

LHeC would provide the information about the shape of 
the proton, for example through the diffractive dijet 

production (constraints on Wigner function).
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Summary and outlook
• Great  progress over the  years in understanding and implementation of the NLL and resummation at 

low x at the level of linear BFKL.

• This knowledge has been already extended and applied into the non-linear evolution equations 
including saturation. Recent calculations of the NLL photon impact factor, still need to be applied to 
phenomenology and could be used to make predictions for LHeC.

• LHeC can provide with plethora of measurements to make the full tomography of the proton 
through the elastic diffractive vector meson production and other exclusive diffractive processes 
(dijet production).

• Next steps: in the 2012 CDR many predictions including saturation were presented: structure 
functions and VM production, mostly based on dipole models.

• Given recent progress in calculations at NLO and resummation in nonlinear case, predictions for 
LHeC with resummation and saturation could be made taking into account higher order terms.

• Diffraction is particularly sensitive to low x effects, diffractive pdfs for LHeC have been calculated (see 
talk by Paul Newman)

• VM production is an excellent process to study low x effects and proton shape.  In particular energy 
dependence of the t-slope, for photo- and electroproduction should be studied in more detail at 
LHeC.
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