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Common belief:  
e+ come from either pulsars, or dark matter! 

* Don’t think so. Will try to sort this out. 

* LHC data: secondary e+ at multi-TeV energy 

* DAMPE/HESS/CALET: E > TeV e+- may be all 
secondary. If so, HECR age is very short (0.1 
Myr) 



antimatter is produced in collisions of the bulk of the CRs 
-- protons and He – with interstellar gas 

Need to calculate this background to learn about possible exotic sources 
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antimatter is produced in collisions of the bulk of the CRs 
-- protons and He – with interstellar gas 

For secondary CR: particle physics branching fractions
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In Sec. III we turn to e

+, a hot potato: here public opinion basically has it that a primary
source of e+ must exist, be it dark matter or pulsars. We take a fresh look at the data in
Sec. IIIA; the first thing we notice appears like a hint in the opposite direction: CR e

+

may in fact be consistent with secondary. An actual puzzle with e

+ is there, but is perhaps
more subtle than commonly appreciated. We devote Sec. III B-III C to elucidate the e

+

puzzle. We do not know the solution, but we show in Sec. IIID that high energy radioactive
nuclei data, expected in the near future, may rule the secondary e

+ hypothesis in or out. In
Sec. III E we provisionally assume that e+ are secondary to review some general constraints
on CR propagation. In Sec. III F we review models suggested in the literature wherein e

+

are secondary, and explain why we like some of them more than others. In Sec. IIIG we
review models suggested in the literature wherein e

+ are from a primary source, notably
dark matter annihilation or pulsars, and explain why we like some of them less than others.

In Sec. IV we tackle the topic of CR d̄ and 3He. Surprisingly enough, we find a hot potato
also here: we suggest, contrary to most earlier estimates, that a detection of secondary 3He
may be imminent at AMS02 (consistent with some pesky recent rumours).

In Sec. V we conclude.

II. ASTROPHYSICAL p̄: THE GALAXY AS A FIXED-TARGET EXPERIMENT

CR antimatter particles are produced as secondaries in collisions of other CRs, notably
protons, with interstellar matter (ISM), notably hydrogen in the Galaxy. Highly relativistic
p̄ and heavier antinuclei (d̄, 3He) propagate similarly to relativistic matter nuclei at the same
magnetic rigidity

R = p/eZ,

with the di↵erence in charge sign expected to make little or no impact on the propagation
given that the measured CR flux is very nearly locally isotropic.

Starting with the simplest case of p̄, it is natural to try and calibrate the e↵ect of prop-
agation directly from data, by using information on other secondary nuclei like boron (B),
formed by fragmentation of heavier CRs (mostly carbon C and oxygen O). We now explain
how to perform this calibration, calculate the predicted p̄ flux, and compare to measure-
ments.

A. The CR grammage

In this section we limit the discussion to stable, relativistic, secondary nuclei. For such
secondaries, including e.g. B and the sub-Fe group (T-Sc-V-Cr), the ratio of densities of two
specie a, b satisfies an approximate empirical relation [26, 27],

na(R)

nb(R)
⇡ Qa(R)

Qb(R)
. (1)

Here Qa denotes the net production of species a per unit ISM column density,

Qa(R) =
X

P

nP (R)
�P!a(R)

m

� na(R)
�a(R)

m

, (2)

Life is more complicated with e+: energy loss during propagation. 
Lets calculate anyway, see what happens.
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FIG. 5: e

+
/p̄ flux ratio: AMS02 data compared to the secondary upper bound of Eq. (8). The

upper bound (e+/p̄ source ratio) is shown with di↵erent assumptions for the proton spectrum in
the secondary production regions. Systematic cross section uncertainties in pp ! p̄, e

+, not shown
in the plot, are in the ballpark of 10%. Dashed black line shows the result evaluated for the
locally measured Jp, while blue and green lines show the result for harder and softer proton flux,
respectively, as specified in the legend. Taken from [59].

The measured e

+
/p̄ flux ratio does not exceed and is always comparable – within about

a factor of two – to the secondary upper bound. Moreover, the e

+
/p̄ ratio saturates the

bound over an extended range in rigidity. The most natural interpretation of this result,
is that the coincidence of the measured e

+
/p̄ ratio with the ratio of the production rates

(pp ! e

+)/(pp ! p̄) is not an accident. Taking into account that, as we saw in the previous
section, p̄ are likely of secondary origin (certainly dominated by secondary production), it
is natural to deduce that AMS02 is observing secondary e

+ as well.
A compatible but less robust way to represent the secondary e

+ upper bound is by
computing the zero-loss secondary e

+ flux directly from the B/C grammage, as we did for
p̄ in Fig. 2. Namely, we write

ne+(R) . nB(R)

QB(R)
Qe+(R). (9)

We stress that, similarly to the p̄/p situation exhibited in Fig. 3, Eq. (9) is much more
sensitive to the unknown CR spectra in the spallation regions than is the e

+
/p̄ ratio

of Fig. 5. Nevertheless, to make contact with common presentations of the data in the
literature and to exploit the higher energy e

+ data reported by AMS02 [60], we show in
Fig. 6 the secondary upper bound on e

+ derived Eq. (9).
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where (�a/m) and (�P!a/m) are the total inelastic and the partial P ! a cross section per
target ISM particle mass m, respectively.

We stress that Eq. (1) is an empirical relation, known to apply to ⇠10% accuracy in
analyses of HEAO3 data [26, 27] and – as we shall see shortly, focusing on p̄ – consistent
with subsequent PAMELA [10] and AMS02 [16] measurements.

From the theoretical point of view, Eq. (1) is natural [2, 28–30]. It is guaranteed to
apply if the relative composition of the CRs in the regions that dominate the spallation is
similar to that measured locally at the solar system3: in this case, the source distribution of
di↵erent secondaries is similar. Because the confinement of CRs in the Galaxy is magnetic,
di↵erent CR particles that share a common distribution of sources should exhibit similar
propagation if sampled at the same rigidity4. Thus, the ratio of propagated CR densities
reflects the ratio of their net production rates.

Note that the net source defined in Eq. (2) accounts for the fact that di↵erent nuclei
exhibit di↵erent degree of fragmentation losses during propagation. In this way, specie like
sub-Fe (with fragmentation loss cross section of order 500 mb), B (�B ⇠ 240 mb), and p̄

(�p̄ ⇠ 40 mb) can be put on equal footing.
Further discussion of the physical significance of Eq. (1) is given in Ref. [28] and App. A.

We can use Eq. (1) together with the locally measured flux of B, C, O, p, He,... to predict
the p̄ flux [28, 32]:

np̄(R) ⇡ nB(R)

QB(R)
Qp̄(R). (3)

The RHS of Eq. (3) is derived from laboratory cross section data and from direct local
measurements of CR densities, without reference to the details of propagation.

In applying Eq. (1) to p̄, a subtlety arises due to the fact that the cross sections appearing
in Eq. (2) can (and for p̄, do) depend on energy. In Eq. (2) we define these cross sections
such that the source term Qa(R) is proportional to the progenitor species density nP (R)
expressed at the same rigidity (we will clarify this statement down the road in Eq. (6)).
For relativistic nuclei (above a few GeV/nuc) produced in fragmentation reactions, e.g. 12C
fragmenting to 11B, the energy dependence of the fragmentation cross section is much less im-
portant. Therefore, before proceeding to calculate Qp̄, we consider the factor nB(R)/QB(R).

The quantity

Xesc(R) =
nB(R)

QB(R)
, (4)

known as the CR grammage [2] (see App. A), is a spallation-weighted average of the column
density of ISM traversed by CRs during their propagation, the average being taken over

3 Note: neither the over-all CR intensity, nor the target ISM density, needs to be uniform in the propagation

region in order for Eq. (1) to apply. Indeed, the ISM exhibits orders of magnitude variations in density

across the Galactic gas disc and rarified halo [31].
4 This is, of course, provided that the CR specie being compared do not exhibit species-dependent com-

plications like decay in flight (for radionuclei like 10Be) or radiative energy losses (for e+). In addition,

rigidity only really becomes the magic quantity for propagation at relativistic energies (see e.g. [27]).
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FIG. 1: Left: CR grammage Xesc derived directly from B/C, C/O, and heavier nuclei data and
compared with the earlier approximation of [36]. Right: separating various contributions to the
full Xesc result. Error bars represent only the B/C error bars reported in [33], and do not include
systematic uncertainties on fragmentation cross sections and on the flux ratios.

the ensemble of propagation paths from the CR production regions to Earth. Combining
AMS02 B/C [33] and C/O [17] with heavier CR data from HEAO3 [26] and with laboratory
fragmentation cross section data [34, 35], one can derive Xesc directly from measurements:

Xesc =
(B/C)P

P=C,N,O,... (P/C)
�P!B
m � (B/C)�B

m

. (5)

The result for Xesc is shown by the green markers in the left panel of Fig. 1. Error bars
reflect the B/C error bars reported in [33], and do not include systematic uncertainties on
fragmentation cross sections and on the flux ratios C/O, N/O, etc. We estimate that the
systematic fragmentation cross section uncertainties are at the level of 20%; note that many
of the cross sections used in the analysis at high energy are extrapolated from much lower
energy data, typically confined to a few GeV/nuc. The result in Fig. 1 agrees with the
power-law approximation derived in Ref. [36] to 20% accuracy.

To exhibit the di↵erent contributions entering the determination of Xesc, in the right
panel of Fig. 1 we show the result for Xesc that obtains if we omit, in the B production
source, the contributions due to all CR specie other than C (purple markers), all specie
other than C+O (red markers).

B. p̄/p from B/C

Now that we have Xesc, we use the p̄ production and loss cross sections parametrised
in [37, 38] (applying the correction in [39]) together with measurements of the proton and
helium [40, 41] flux to calculate Qp̄ and apply it in Eq. (3). At low rigidity, the e↵ect of
solar modulation is estimated as in [27] with � = 450 MV.

The result is compared to AMS02 data [16] in Fig. 2. The p̄ flux is consistent, within
statistical and systematic uncertainties, with the parameter-free, model independent pre-
diction of Eq. (3). No astrophysical propagation modelling is needed: we calibrated out
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+ as well.
A compatible but less robust way to represent the secondary e

+ upper bound is by
computing the zero-loss secondary e

+ flux directly from the B/C grammage, as we did for
p̄ in Fig. 2. Namely, we write

ne+(R) . nB(R)

QB(R)
Qe+(R). (9)

We stress that, similarly to the p̄/p situation exhibited in Fig. 3, Eq. (9) is much more
sensitive to the unknown CR spectra in the spallation regions than is the e

+
/p̄ ratio

of Fig. 5. Nevertheless, to make contact with common presentations of the data in the
literature and to exploit the higher energy e

+ data reported by AMS02 [60], we show in
Fig. 6 the secondary upper bound on e

+ derived Eq. (9).
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FIG. 5: e

+
/p̄ flux ratio: AMS02 data compared to the secondary upper bound of Eq. (8). The

upper bound (e+/p̄ source ratio) is shown with di↵erent assumptions for the proton spectrum in
the secondary production regions. Systematic cross section uncertainties in pp ! p̄, e

+, not shown
in the plot, are in the ballpark of 10%. Dashed black line shows the result evaluated for the
locally measured Jp, while blue and green lines show the result for harder and softer proton flux,
respectively, as specified in the legend. Taken from [59].

The measured e

+
/p̄ flux ratio does not exceed and is always comparable – within about

a factor of two – to the secondary upper bound. Moreover, the e

+
/p̄ ratio saturates the

bound over an extended range in rigidity. The most natural interpretation of this result,
is that the coincidence of the measured e

+
/p̄ ratio with the ratio of the production rates

(pp ! e

+)/(pp ! p̄) is not an accident. Taking into account that, as we saw in the previous
section, p̄ are likely of secondary origin (certainly dominated by secondary production), it
is natural to deduce that AMS02 is observing secondary e

+ as well.
A compatible but less robust way to represent the secondary e

+ upper bound is by
computing the zero-loss secondary e

+ flux directly from the B/C grammage, as we did for
p̄ in Fig. 2. Namely, we write

ne+(R) . nB(R)

QB(R)
Qe+(R). (9)

We stress that, similarly to the p̄/p situation exhibited in Fig. 3, Eq. (9) is much more
sensitive to the unknown CR spectra in the spallation regions than is the e

+
/p̄ ratio

of Fig. 5. Nevertheless, to make contact with common presentations of the data in the
literature and to exploit the higher energy e

+ data reported by AMS02 [60], we show in
Fig. 6 the secondary upper bound on e

+ derived Eq. (9).
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FIG. 5: e

+
/p̄ flux ratio: AMS02 data compared to the secondary upper bound of Eq. (8). The

upper bound (e+/p̄ source ratio) is shown with di↵erent assumptions for the proton spectrum in
the secondary production regions. Systematic cross section uncertainties in pp ! p̄, e

+, not shown
in the plot, are in the ballpark of 10%. Dashed black line shows the result evaluated for the
locally measured Jp, while blue and green lines show the result for harder and softer proton flux,
respectively, as specified in the legend. Taken from [59].

The measured e

+
/p̄ flux ratio does not exceed and is always comparable – within about

a factor of two – to the secondary upper bound. Moreover, the e

+
/p̄ ratio saturates the

bound over an extended range in rigidity. The most natural interpretation of this result,
is that the coincidence of the measured e

+
/p̄ ratio with the ratio of the production rates

(pp ! e

+)/(pp ! p̄) is not an accident. Taking into account that, as we saw in the previous
section, p̄ are likely of secondary origin (certainly dominated by secondary production), it
is natural to deduce that AMS02 is observing secondary e

+ as well.
A compatible but less robust way to represent the secondary e

+ upper bound is by
computing the zero-loss secondary e

+ flux directly from the B/C grammage, as we did for
p̄ in Fig. 2. Namely, we write

ne+(R) . nB(R)

QB(R)
Qe+(R). (9)

We stress that, similarly to the p̄/p situation exhibited in Fig. 3, Eq. (9) is much more
sensitive to the unknown CR spectra in the spallation regions than is the e

+
/p̄ ratio

of Fig. 5. Nevertheless, to make contact with common presentations of the data in the
literature and to exploit the higher energy e

+ data reported by AMS02 [60], we show in
Fig. 6 the secondary upper bound on e

+ derived Eq. (9).
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FIG. 5: e

+
/p̄ flux ratio: AMS02 data compared to the secondary upper bound of Eq. (8). The

upper bound (e+/p̄ source ratio) is shown with di↵erent assumptions for the proton spectrum in
the secondary production regions. Systematic cross section uncertainties in pp ! p̄, e

+, not shown
in the plot, are in the ballpark of 10%. Dashed black line shows the result evaluated for the
locally measured Jp, while blue and green lines show the result for harder and softer proton flux,
respectively, as specified in the legend. Taken from [59].

The measured e

+
/p̄ flux ratio does not exceed and is always comparable – within about

a factor of two – to the secondary upper bound. Moreover, the e

+
/p̄ ratio saturates the

bound over an extended range in rigidity. The most natural interpretation of this result,
is that the coincidence of the measured e

+
/p̄ ratio with the ratio of the production rates

(pp ! e

+)/(pp ! p̄) is not an accident. Taking into account that, as we saw in the previous
section, p̄ are likely of secondary origin (certainly dominated by secondary production), it
is natural to deduce that AMS02 is observing secondary e

+ as well.
A compatible but less robust way to represent the secondary e

+ upper bound is by
computing the zero-loss secondary e

+ flux directly from the B/C grammage, as we did for
p̄ in Fig. 2. Namely, we write

ne+(R) . nB(R)

QB(R)
Qe+(R). (9)

We stress that, similarly to the p̄/p situation exhibited in Fig. 3, Eq. (9) is much more
sensitive to the unknown CR spectra in the spallation regions than is the e

+
/p̄ ratio

of Fig. 5. Nevertheless, to make contact with common presentations of the data in the
literature and to exploit the higher energy e

+ data reported by AMS02 [60], we show in
Fig. 6 the secondary upper bound on e

+ derived Eq. (9).
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FIG. 5: e

+
/p̄ flux ratio: AMS02 data compared to the secondary upper bound of Eq. (8). The

upper bound (e+/p̄ source ratio) is shown with di↵erent assumptions for the proton spectrum in
the secondary production regions. Systematic cross section uncertainties in pp ! p̄, e

+, not shown
in the plot, are in the ballpark of 10%. Dashed black line shows the result evaluated for the
locally measured Jp, while blue and green lines show the result for harder and softer proton flux,
respectively, as specified in the legend. Taken from [59].

The measured e

+
/p̄ flux ratio does not exceed and is always comparable – within about

a factor of two – to the secondary upper bound. Moreover, the e

+
/p̄ ratio saturates the

bound over an extended range in rigidity. The most natural interpretation of this result,
is that the coincidence of the measured e

+
/p̄ ratio with the ratio of the production rates

(pp ! e

+)/(pp ! p̄) is not an accident. Taking into account that, as we saw in the previous
section, p̄ are likely of secondary origin (certainly dominated by secondary production), it
is natural to deduce that AMS02 is observing secondary e

+ as well.
A compatible but less robust way to represent the secondary e

+ upper bound is by
computing the zero-loss secondary e

+ flux directly from the B/C grammage, as we did for
p̄ in Fig. 2. Namely, we write

ne+(R) . nB(R)

QB(R)
Qe+(R). (9)

We stress that, similarly to the p̄/p situation exhibited in Fig. 3, Eq. (9) is much more
sensitive to the unknown CR spectra in the spallation regions than is the e

+
/p̄ ratio

of Fig. 5. Nevertheless, to make contact with common presentations of the data in the
literature and to exploit the higher energy e

+ data reported by AMS02 [60], we show in
Fig. 6 the secondary upper bound on e

+ derived Eq. (9).
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FIG. 5: e

+
/p̄ flux ratio: AMS02 data compared to the secondary upper bound of Eq. (8). The

upper bound (e+/p̄ source ratio) is shown with di↵erent assumptions for the proton spectrum in
the secondary production regions. Systematic cross section uncertainties in pp ! p̄, e

+, not shown
in the plot, are in the ballpark of 10%. Dashed black line shows the result evaluated for the
locally measured Jp, while blue and green lines show the result for harder and softer proton flux,
respectively, as specified in the legend. Taken from [59].

The measured e

+
/p̄ flux ratio does not exceed and is always comparable – within about

a factor of two – to the secondary upper bound. Moreover, the e

+
/p̄ ratio saturates the

bound over an extended range in rigidity. The most natural interpretation of this result,
is that the coincidence of the measured e

+
/p̄ ratio with the ratio of the production rates

(pp ! e

+)/(pp ! p̄) is not an accident. Taking into account that, as we saw in the previous
section, p̄ are likely of secondary origin (certainly dominated by secondary production), it
is natural to deduce that AMS02 is observing secondary e

+ as well.
A compatible but less robust way to represent the secondary e

+ upper bound is by
computing the zero-loss secondary e

+ flux directly from the B/C grammage, as we did for
p̄ in Fig. 2. Namely, we write

ne+(R) . nB(R)

QB(R)
Qe+(R). (9)

We stress that, similarly to the p̄/p situation exhibited in Fig. 3, Eq. (9) is much more
sensitive to the unknown CR spectra in the spallation regions than is the e

+
/p̄ ratio

of Fig. 5. Nevertheless, to make contact with common presentations of the data in the
literature and to exploit the higher energy e

+ data reported by AMS02 [60], we show in
Fig. 6 the secondary upper bound on e

+ derived Eq. (9).
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Why would dark matter or pulsars inject this e+ flux?
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FIG. 15: Concerning a pulsar interpretation for CR e

+. Left: e

+
/e

±, Right: e

+ flux. In both
panels, the thick red line shows the output for a pulsar model that was fit in [106] to match the then
available PAMELA e

+
/e

± (blue markers on left) [8] and ATIC, HESS and FERMI e± [11, 14–16]
data. Additional lines show the output of the same model when free parameters are varied within
part of the range deemed viable in [106]; see text for details. The secondary e

+ upper limit derived
from B/C data with no free parameters is shown in green.

thick, lower, DM lines show the result of Eq. (31), corresponding to a generic thermal relic
DM model. The thin DM lines correspond to a multiplication of the output of Eq. (31) by a
factor of 1000 for the 1 TeV case and 100 for the 200 GeV case. The irreducible secondary
source is shown in black.

We conclude that a generic, thermal relic weakly interacting DM model predicts an p̄

production rate density that is 2-3 orders of magnitude below the irreducible astrophysical
secondary source as it occurs in a typical region in the Galactic gas disc. The picture for e+

from DM annihilation is similar. On top of the source estimate, the CR flux resulting from
the DM source enjoys a model-dependent enhancement factor compared with the secondary
flux, if the DM halo extends over a large volume above and below the thin Galactic gas
disc where the secondary spallation occurs. This enhancement factor could range from
a factor of few to a factor of ⇠100, given roughly by the ratio of the CR propagation
volume to the volume of the gas disc, with some dependence on the unknown details
of the DM density profile (see App. B in Ref. [124]). Even with this model-dependent
volume enhancement factor, some enhancement mechanisms are often required to boost
the DM annihilation cross section in a typical thermal relic DM model such that it could
compete with the secondary background for CR energy above a few tens of GeV; examples
include, e.g. [125–127]. The required large DM annihilation cross sections are constrained
by cosmological data [128–131], so that model building gymnastics is required to attribute
observable high energy e

+ or p̄ flux to DM.

Finally, consider the idea of pulsars as the source of e+. Pulsars prevail the Galaxy [132];
are likely producers of e± pairs [133–135]; and have been suggested as possibly detectable
sources of CR e

+ before the PAMELA era [68, 69]. Thus, invoking pulsars as the origin of
CR e

+ is sometimes considered an Occum’s Razor choice [70].
However, the production rate of e+ by pulsars and the spectrum of the e

± flux when
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where (�a/m) and (�P!a/m) are the total inelastic and the partial P ! a cross section per
target ISM particle mass m, respectively.

We stress that Eq. (1) is an empirical relation, known to apply to ⇠10% accuracy in
analyses of HEAO3 data [26, 27] and – as we shall see shortly, focusing on p̄ – consistent
with subsequent PAMELA [10] and AMS02 [16] measurements.

From the theoretical point of view, Eq. (1) is natural [2, 28–30]. It is guaranteed to
apply if the relative composition of the CRs in the regions that dominate the spallation is
similar to that measured locally at the solar system3: in this case, the source distribution of
di↵erent secondaries is similar. Because the confinement of CRs in the Galaxy is magnetic,
di↵erent CR particles that share a common distribution of sources should exhibit similar
propagation if sampled at the same rigidity4. Thus, the ratio of propagated CR densities
reflects the ratio of their net production rates.

Note that the net source defined in Eq. (2) accounts for the fact that di↵erent nuclei
exhibit di↵erent degree of fragmentation losses during propagation. In this way, specie like
sub-Fe (with fragmentation loss cross section of order 500 mb), B (�B ⇠ 240 mb), and p̄

(�p̄ ⇠ 40 mb) can be put on equal footing.
Further discussion of the physical significance of Eq. (1) is given in Ref. [28] and App. A.

We can use Eq. (1) together with the locally measured flux of B, C, O, p, He,... to predict
the p̄ flux [28, 32]:

np̄(R) ⇡ nB(R)

QB(R)
Qp̄(R). (3)

The RHS of Eq. (3) is derived from laboratory cross section data and from direct local
measurements of CR densities, without reference to the details of propagation.

In applying Eq. (1) to p̄, a subtlety arises due to the fact that the cross sections appearing
in Eq. (2) can (and for p̄, do) depend on energy. In Eq. (2) we define these cross sections
such that the source term Qa(R) is proportional to the progenitor species density nP (R)
expressed at the same rigidity (we will clarify this statement down the road in Eq. (6)).
For relativistic nuclei (above a few GeV/nuc) produced in fragmentation reactions, e.g. 12C
fragmenting to 11B, the energy dependence of the fragmentation cross section is much less im-
portant. Therefore, before proceeding to calculate Qp̄, we consider the factor nB(R)/QB(R).

The quantity

Xesc(R) =
nB(R)

QB(R)
, (4)

known as the CR grammage [2] (see App. A), is a spallation-weighted average of the column
density of ISM traversed by CRs during their propagation, the average being taken over

3 Note: neither the over-all CR intensity, nor the target ISM density, needs to be uniform in the propagation

region in order for Eq. (1) to apply. Indeed, the ISM exhibits orders of magnitude variations in density

across the Galactic gas disc and rarified halo [31].
4 This is, of course, provided that the CR specie being compared do not exhibit species-dependent com-

plications like decay in flight (for radionuclei like 10Be) or radiative energy losses (for e+). In addition,

rigidity only really becomes the magic quantity for propagation at relativistic energies (see e.g. [27]).
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FIG. 5: e+/p̄ flux ratio: AMS02 data compared to the secondary upper bound of Eq. (8). The
upper bound (e+/p̄ source ratio) is shown with di↵erent assumptions for the proton spectrum in
the secondary production regions. Systematic cross section uncertainties in pp ! p̄, e+, not shown
in the plot, are in the ballpark of 10%. Dashed black line shows the result evaluated for the
locally measured Jp, while blue and green lines show the result for harder and softer proton flux,
respectively, as specified in the legend. Taken from [55].

AMS02 results hint for a secondary origin for CR e

+ [36]11. However, this result comes
with a puzzle. If e+ are secondary, then Fig. 5 suggests that the e↵ect of radiative energy
loss in suppressing the e+ flux is never very important, and possibly becomes less significant
as we go to higher e+ energy. As we shall see, this behaviour contradicts the expectations
within common models of CR propagation12.

To appreciate the e

+ puzzle, we must go into somewhat more muddy waters of CR
astrophysics and consider the interplay of e+ energy losses with the e↵ects of propagation.
For later convenience it proves useful to define the loss suppression factor fe+ via

ne+

np̄
= fe+(R)

Qe+(R)

Qp̄(R)
. (9)

In Fig. 6 we show fe+ as derived from Fig. 5. The upper bound means that for secondary e

+

we expect fe+(R)  1. The e

+ puzzle concerns the observation that fe+(R) is never much

11 Ref. [56] recently joined this understanding. We note, however, that our evaluation of the Qe+/Qp̄ ratio

in Fig. 5 is lower than that of [56] by 30-50% at R . 100 GV. This di↵erence led [56] to conclude that e+

are not a↵ected by radiative losses at all energies; while we believe that the data implies some radiative

loss e↵ect at R . 100 GV. The basic conclusion, putting 30-50% di↵erences aside, is similar: e+ are

consistent with secondaries.
12 For early comprehensive analyses see e.g. [57–59].
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FIG. 5: e+/p̄ flux ratio: AMS02 data compared to the secondary upper bound of Eq. (8). The
upper bound (e+/p̄ source ratio) is shown with di↵erent assumptions for the proton spectrum in
the secondary production regions. Systematic cross section uncertainties in pp ! p̄, e+, not shown
in the plot, are in the ballpark of 10%. Dashed black line shows the result evaluated for the
locally measured Jp, while blue and green lines show the result for harder and softer proton flux,
respectively, as specified in the legend. Taken from [55].

AMS02 results hint for a secondary origin for CR e

+ [36]11. However, this result comes
with a puzzle. If e+ are secondary, then Fig. 5 suggests that the e↵ect of radiative energy
loss in suppressing the e+ flux is never very important, and possibly becomes less significant
as we go to higher e+ energy. As we shall see, this behaviour contradicts the expectations
within common models of CR propagation12.

To appreciate the e

+ puzzle, we must go into somewhat more muddy waters of CR
astrophysics and consider the interplay of e+ energy losses with the e↵ects of propagation.
For later convenience it proves useful to define the loss suppression factor fe+ via

ne+

np̄
= fe+(R)

Qe+(R)

Qp̄(R)
. (9)

In Fig. 6 we show fe+ as derived from Fig. 5. The upper bound means that for secondary e

+

we expect fe+(R)  1. The e

+ puzzle concerns the observation that fe+(R) is never much

11 Ref. [56] recently joined this understanding. We note, however, that our evaluation of the Qe+/Qp̄ ratio

in Fig. 5 is lower than that of [56] by 30-50% at R . 100 GV. This di↵erence led [56] to conclude that e+

are not a↵ected by radiative losses at all energies; while we believe that the data implies some radiative

loss e↵ect at R . 100 GV. The basic conclusion, putting 30-50% di↵erences aside, is similar: e+ are

consistent with secondaries.
12 For early comprehensive analyses see e.g. [57–59].
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FIG. 5: e+/p̄ flux ratio: AMS02 data compared to the secondary upper bound of Eq. (8). The
upper bound (e+/p̄ source ratio) is shown with di↵erent assumptions for the proton spectrum in
the secondary production regions. Systematic cross section uncertainties in pp ! p̄, e+, not shown
in the plot, are in the ballpark of 10%. Dashed black line shows the result evaluated for the
locally measured Jp, while blue and green lines show the result for harder and softer proton flux,
respectively, as specified in the legend. Taken from [55].

AMS02 results hint for a secondary origin for CR e

+ [36]11. However, this result comes
with a puzzle. If e+ are secondary, then Fig. 5 suggests that the e↵ect of radiative energy
loss in suppressing the e+ flux is never very important, and possibly becomes less significant
as we go to higher e+ energy. As we shall see, this behaviour contradicts the expectations
within common models of CR propagation12.

To appreciate the e

+ puzzle, we must go into somewhat more muddy waters of CR
astrophysics and consider the interplay of e+ energy losses with the e↵ects of propagation.
For later convenience it proves useful to define the loss suppression factor fe+ via

ne+

np̄
= fe+(R)

Qe+(R)

Qp̄(R)
. (9)

In Fig. 6 we show fe+ as derived from Fig. 5. The upper bound means that for secondary e

+

we expect fe+(R)  1. The e

+ puzzle concerns the observation that fe+(R) is never much

11 Ref. [56] recently joined this understanding. We note, however, that our evaluation of the Qe+/Qp̄ ratio

in Fig. 5 is lower than that of [56] by 30-50% at R . 100 GV. This di↵erence led [56] to conclude that e+

are not a↵ected by radiative losses at all energies; while we believe that the data implies some radiative

loss e↵ect at R . 100 GV. The basic conclusion, putting 30-50% di↵erences aside, is similar: e+ are

consistent with secondaries.
12 For early comprehensive analyses see e.g. [57–59].
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FIG. 5: e+/p̄ flux ratio: AMS02 data compared to the secondary upper bound of Eq. (8). The
upper bound (e+/p̄ source ratio) is shown with di↵erent assumptions for the proton spectrum in
the secondary production regions. Systematic cross section uncertainties in pp ! p̄, e+, not shown
in the plot, are in the ballpark of 10%. Dashed black line shows the result evaluated for the
locally measured Jp, while blue and green lines show the result for harder and softer proton flux,
respectively, as specified in the legend. Taken from [55].

AMS02 results hint for a secondary origin for CR e

+ [36]11. However, this result comes
with a puzzle. If e+ are secondary, then Fig. 5 suggests that the e↵ect of radiative energy
loss in suppressing the e+ flux is never very important, and possibly becomes less significant
as we go to higher e+ energy. As we shall see, this behaviour contradicts the expectations
within common models of CR propagation12.

To appreciate the e

+ puzzle, we must go into somewhat more muddy waters of CR
astrophysics and consider the interplay of e+ energy losses with the e↵ects of propagation.
For later convenience it proves useful to define the loss suppression factor fe+ via

ne+

np̄
= fe+(R)

Qe+(R)

Qp̄(R)
. (9)

In Fig. 6 we show fe+ as derived from Fig. 5. The upper bound means that for secondary e

+

we expect fe+(R)  1. The e

+ puzzle concerns the observation that fe+(R) is never much

11 Ref. [56] recently joined this understanding. We note, however, that our evaluation of the Qe+/Qp̄ ratio

in Fig. 5 is lower than that of [56] by 30-50% at R . 100 GV. This di↵erence led [56] to conclude that e+

are not a↵ected by radiative losses at all energies; while we believe that the data implies some radiative

loss e↵ect at R . 100 GV. The basic conclusion, putting 30-50% di↵erences aside, is similar: e+ are

consistent with secondaries.
12 For early comprehensive analyses see e.g. [57–59].
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HESS/DAMPE/CALET total e+- flux at E>3 TeV is consistent w/ secondary 
flux w/ out losses. 

KB, Annika Reinert; in preparation



!25

HESS/DAMPE/CALET total e+- flux at E>3 TeV is consistent w/ secondary 
flux w/ out losses. 

If not a coincidence, then at E>3 TeV, age of CR is  t<0.1Myr 

e+/e+- fraction would rise to ~0.5 at 3 TeV

KB, Annika Reinert; in preparation



Summary 

Positrons consistent with secondary. 
— CRs more interesting than supposed in simplified diffusion models? 

Secondary e+ production cross section: important quantity. 
— radial scaling violation affects e+ flux above 100 GeV. 
— done from LHC data in: KB, Sato, Takimoto, 1709.04953, 
    valid to multi-TeV, O(10%) uncertainty. 
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