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Introduction

Motivations for the TileCal LHC phase-Il upgrade

e At High Luminosity LHC (HL-LHC, 2026), the istantaneous luminosity will increase by a
factor 5-7 (~200 p-p collisions per bunch crossing)
==> increased particle flux through TileCal (2 to 24 Gy for 4 ab! integrated luminosity)

* Readout electronics is ageing due to operation time and to radiation.

* Current readout architecture is not compatible with the new fully digital TDAQ system of
ATLAS and with the timing requirements for trigger and data flow.

» Detector components (steel absorbers, scintillating tiles, fibres and almost all the PMTs)
will not be replaced, but detector optics robustness has to be assessed.

Strategy for the upgrade

* Adopt some general concepts for detector upgrades of the LHC experiments:
- use electronics parts tolerant to the expected radiation level.
- readout electronics architecture to sustain the higher trigger rate (> 1MHz) and
larger event buffer (>10 us)
===> move buffers and pipelines off detector and read out at 40 MHz (LHC crossings)

* Improve reliability through redundancy to limit the impact of component failures.

* Replace optics parts which may have intolerable response loss at HL-LHC, about 800 PMTs
of 10,000 in TileCal, reading-out the most exposed detector cells (largest average anode current)



Muon Detectors Tile Calorimeter

Toroid Magnets  Solenoid Magnet SCT Tracker Pixel Detector TRT Tracker

2 WLS fibres per tile
2 PMTs per cell

in bundles to form:
readout granularity of
0.1x0.1(n,d)
- 3 radial sectors
1.5,4.1,1.8 A, deep
* Resolution:

% =50%/VE @ 3%

TileCal in the ATLAS experiment

Double
readout
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* Coverage: 0.8<|n|<1.7 (EB)

Inl <1.0
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Mechanics: “Drawer’’ and “Mini-Drawer” concepts

LHC architecture (Long Barrel)

...............................................................................
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Mini-drawer design purposes:

- Easier maintenance

- Better compliance with ALARA M[{

- Better robustness
through modularity
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Main-board

Cooling pipes
AL body

PMT 12 o

Cable carrier
(1 adders, 1 digital)

Adder base board (only
for hybrid demonstrator)

HV board
(underneath)



TileCal readout architecture
TileCal Electronics System Diagram at LHC
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New HV active dividers will be used in the PMT block
Non-linearity response below 1% up to 100 uA anode current
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Front-End boards

» 3 different options proposed, developed and compared in lab tests and at the test beam

a H 144
1) New “3-in-1" card _ New “3-in-1"" FE bo?rd .
Lipgrade ATLAS TileCal 3<in-1 Card Diagram s

(evolution of the present Low Gan O
FE board, U. Chicago): (13 pc)
- Rad hard discrete ZRCR RN
components; il w
- Shaped pulse and high
precision slow integrator - 1= o
==> accurate luminosity ( — e L T i
measures in Van der Meer | 28 e i = L | Gasimestatr HOh ol Cutpt
energy scans soptral L. DNNINN et (13 p)
\ S P W Out £

2) “QIE” (ANL project):

- ASIC chip
- gated integrator and ADC

3) “FATALIC"”’ (Clermont-F.)
- ASIC chip

2y _
11-Bit (High-gaing
12-bit (L ow-gain)

- Current conveyer and ADC

0 Bt Soope

Down-selection process completed in 2017 fall, “3-in-1 option selected”
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Main Board (v3)

Version for the “3-in-1"" FE card:

* 4 sections, each served by
a FPGA

* 3 PMTs served by 1 section

with :
- 6 chs. of 40 Msps 12-bit ADCs N 3-ch Intg 16bit ADCs
(low and high gain) ilgzs‘:;f;;"f'g:a' — ‘ 12C BUS
- 3 chs. of 50 KHz 16-bit ADCs 3in1 cards |

for the slow integrators.

6-ch Hi/Lo receivers 6-ch Hi/Lo 12bit ADCs

3-ch PMT pulse

* Distribute the slow control | signals from
3in1 cards

commands to the FE cards. ‘

3-ch ADC data/timing

=
=

Daughter
3-ch ADC data/timing Board
| ——]

* Manage charge injection
calibration and remote
system configuration I I

ADC controls

12-ch ADC biasing DACs

* Physically divided into 2
parts with independent
powering from POL regulators
receiving +10V from LVPS
bricks in “Diode-Or”’
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DAC settings

SPI Command/timing bus

1/4 Main Board Functional Block Diagram




Daughterboard (V4)

* Receives TTC signals and slow control commands from

the back-end Pre-Processor (PPr) module

* Distributes signals and commands to the Main Board (MB)
and to the HV board

* Collects/concentrates ADC data from the MB

* Transmits data over optical links to the PPr

(40 Gbps required, 80 Gbps per board in redundancy)

* Divided in 2 sections which can be operated independently,
each section serving up to 6 FE channels

* Communication with MB through a 400 pin FMC connector §
* Interface with the PPr through redundant QSFP connectors Ci#
* System managed by 2 Kintex-7 FPGAs

* 2 GBTx chips used to manage the system clock and FPGA remote configuration — Eo======
(SideA \
rmer Eele 1 o Latest DB version V5 design & prototyping:
& ] 5 QSFP+ 0O
' RIS, * FPGAs: Kintex7 -> Kintex Ultrascale+
‘"[h"wop'”SAEF """"""""""""""""""" Rl « Two QSFPs replaced with four 850 nm
* AER: — - o) multimode SFPs
vy L e * * First prototypes available
kSideB j
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Pre-processor (PPr) and TDAQ interface (TDAQi)

e Design of the full-scale PPr is
being finalized (8 SD (Tile modules))

e Each PPr consists of:

- One customized ATCA carrier

- Four Compact Processing Modules (CPM)
- One TDAQi RTM (Rear Transition Module)
- Optical transceivers with multimode fibres

» 1st prototype (1/8 of the full-scale)
extensively tested at the past test beams
e 2nd prototype to be integrated

with a FELIX (Front-End Link eXchange)

CPM main functionalities:

TilePPr

FELIX

2 MPOSs
A
SuperDraws: ? w -
Main ZONE
§ Fran o 2
e :p CHOCI
AACEE
— I==———=sangllP
2 Main
g L S— 1..].
SupsrDrawe £ :
{Eﬂ 2one2
=] E ATCA
SuperDawer :'H;H;n"__l ¥ Inm <:::>

‘SuperDrawes

 Communication with the front-end (FE) for

control, configuration and monitoring.

e LHC clock recovery and distribution to the FE

* Remote configuration of the FE electronics FPGAs

* High speed data reception from the FE and storage

in pipeline memories

ZONE 1|

il

* Data calibration and processing (cell energy calculation)

in real time every bunch crossing.

e Extraction from pipelines data of triggered events to be

sent to the FELIX through the TDAQI

* Transfer data to the Trigger FPGA in the TDAQi
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TDAQi main functionalities:
Synchronous reception of cell energy
Calculation of trigger objects (trigger
towers or group of cells of different

eta/phy size)

Making copies of the trigger objects
Synchronous transmission of trigger
objects data and copies to the different

trigger systems

Sending readout data of triggered events

to the FELIX



High Voltage power supplies
Two options under evaluation, different location of the distribution and monitoring electronics
“Remote” option (baseline)

| MV Bemote System | on_detector

= HV bulk power supplies and regulators ocs | *u

installed in the Atlas service cavern (USA15)
= Requires 100 m long HV wires for each
individual PMT.

= Advantages: easy maintenance,

no radiation hardness issues

= A 12 channel prototype used at the test beams

T I
e | I grmrmp— reinl || ol [ Zwied
N I

TileCal Module = Electronics Dwer

On 56 o
= HV cables with higher density wire bundles e Pexector ieiines. o
. . . off-detector .

from different companies under test = Challenge is = TileCal Module — Electronics Drawer
fitting and routing large volume cables with big HV connectors

oAQ on-detector

frmcrin, & . “Internal’”’ option (back-up)

pes = PR L .
=i = HV bulk power supplies in the underground

— service cavern, but regulators on-detector
000000 ... it | oot | s = |ndividual channel control through
. e Bl forawerf forswerf Josuec b the DaughterBoard
: ] T Y 1 ] = Advantage: reduced number of HV cables
h bhlcndaionintristiuioniscrmitin (only one HV cable per module (SD))
s 5N e i . = (QOperational and used at the test beams
off-detector : 'I TileCal Madule - i_Irrt:nnln_'.'I'.lf.lwrr ' ' ]
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Low Voltage power supplies

Super Drawer -4 Mini Drawers

A three stage power system based

on the current LVPS design Local {4 o b

Improvements: Local | § POL
CKTs

* Better reliability, lower noise

* Improved radiation tolerance
* Lower number of connections
- One DC level (+10V) and POL regulators

I_ LVPS
s | |

REGs 7 — +10V

_______ 4 it
* +10V

On Detector
1 per Drawer

On Detector  :
1 per 4 Drawers :

200VDC

T

!
=
=

for the voltages needed by the local circuits

* Redundant power distribution ]

* +10v

|

- 2 individual “bricks” per mini-drawer

- Redundancy control with diode “OR”
in the mainboard

+10V

Stage 2

ll

- Point-of-Load Regulators

i 200vDC

ATLAS cavern

USA15

To p—
Other
Drawers

Splitter Box

j [ o EE——

Other
Splitter

Boxps im—
]

Bulk
200VDC

Voltage adjust and controls through the new ATLAS slow control system (ELMB++ or ELMB?2)

-- Each individual brick requires remote on/off control

+10V & Return

8 bricks (1 SD) assembled in a = |

box located in the Tile drawer [ T

+10V & Return

Mini Drawer Section

+10V

extension
(“finger”) | |

PMTs—6 per side

Power Connections
To Front End Electronics

Controls Power Sharing
Between Sides
for Redundancy
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Front End Electronics includes:
Main Board
- Daughter Board
- HVOpto
Each has split power planes

Split
Power
Planes

Redundancy Line
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Test beam campaigns

e Test beam campaigns very useful to test and to integrate the different components
of the demonstrator.

* Five campaigns of 2 weeks between 2015 and 2017 with three detector modules
equipped with different readout systems:

- 1 Long Barrel and 1 Extended Barrel modules with legacy readout electronics

- % Long Barrel module with the new “3-in-1" FE option for the upgrade (Demonstrator)
- % Long Barrel Module with the other FE ASIC options (“FATALIC” and “QIE"’)

e Results shown in next talk (A. Rodriguez Perez).

* Demonstrator readout with the ATLAS TDAQ SW allowing for:
- Front-End configuration
- Physics and calibration (Caesium source and laser) runs

* Two more test beams scheduled during 2018 (May and November)
with the following program:
- Integration of the real ATLAS FELIX in the TDAQ software
- Test of the last Daughterboard version (V5)
- Test of the full-size PPr prototype
- Test of the “remote’” HV option with cables with higher density wires
- Test of the mechanics option (micro-drawers uD) for the extended barrel
--> increased modularity only for the mechanical structure (1 SD =3 MD + 2 uD)



Test beam set-up (2017)

H8 beam facility in the CERN North Area

CHERENKOV
COUNTERS
Separate p/nfe for
Epeam < 50 GeV

WIRE CHAMBERS

Measure the beam
impact point

MUON
HODOSCOPE
uon dElEEﬁQH

2 or 3 cherenkovs

TRIGGER
SCINTILLATORS

Trigger on coincidence

TILECAL DETECTOR

Tested modules mounted on a movable platform

W,

e —
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* The super-drawer (Demonstrator)
of the long barrel LBC 65 equipped

- with the 3-in-1 FE upgrade option.

 The Demonstrator provides all the
upgrade functionalities compared to
previous electronics

(Legacy Super-Drawer (SD)).

* The ASIC alternatives (FATALIC/QIE)
mounted in the super-drawer LBA 65.

~* The super-drawers MO C and
' EBC 65 were equipped with the

Legacy SD system.
* Multi-Anode PMTs (MA) on MO A,
for special tests of light collection.

“3-in-1" FE cards for the Upgrade

EBCE5

LEGAGY SD

-l_BL‘as . -90°
DEMONSTRATOR gl

Ll | EGACY SD
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Test beam 2018 readout architecture

* Kept compatibility with the present (legacy) l Detector |
TDAQ architecture in the “Demonstrator”

.
* Added a full upgraded readout system to an l¥
Extended Barrel module Dics |

-~ =
* Link bandwidths: . e

- From Mainboard to Daughterboard:
560 Mbps for each channel and gain |m ===

- Daughterboard to PPr '
(including redundancy for each mini-drawer):
- Uplink (DB—>PPr) : 8 links @ 9,6 Gbps
- Downlink(PPr—>DB): 4 links @ 4,8 Gbps

Trigger,
Timing &
Control

- PPr to ROD (legacy readout) :
1 link @ 640 Mbps

- PPrto FELIX: 1 link@ 4,8 Gbps

Event Builder |

[/

C FLE (@ ( FLE (@ | Athena |
Upgrade TDAQ T @&

&
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| PPr )Event | web Il emulator
Config  |dump app

With DB_v5 the data links between
PPr and DB will be reduced by a factor
of 2 ( 4 uplinks, 2 downlinks)




PMT robustness studies and replacement for HL-LHC

Time evolution of the PMT response
* Full replacement of the readout PMTs for same cell type in laser calibrations

of TileCal not foreseen. . ol s ATLAS Preliminary
. . . @ g ,‘Y:_'__ o oy 5 S s g .
* Time evolution of the response studied £ F l . Tile Calorimeter
for the most exposed and special cells of > | Y . s
the detector. = By ; i ﬁ@r
. n ¢ 4 i -~ .
« Observed a down drift of the PMT & 2 e N ﬁ% e
response during p-p collision periods, with g -10 gathceall iy
’ © A12 cell ' i
tial duri hut-d o L A13 cell i
a partial recovery during shut-downs 2 =
. - i « E1 cell
Made a two-exponential model for the -15 ool - “Jo
PMT response loss as a function of the . el 2016 LHC 2017 LHC .
. i .
anode integrated charge. ogls [ 3 5 d 5 boiog” R vt N R
: 2015 2016 2016 2016 2017 2017 2018
° o)

Only a small fraction of the PMTs (8% of 02/07 01/01 0107 3112 0207 3112  02/07
10,000) for cells in the inner layer A will loose Time of the year
more than 30%. They will be replaced with last PMT response loss as a function of the integrated charge

. . o —
and improved version of the same PMT type. g 1021
& 1 ATLAS Prelimi NP Q. 50
Number of Tile PMTs per bin of nominal g 09sf_ Tile Calorr?rr:r:tlgra Y " fumtl:n_' S(OC;; ZOZOZ+ -

0,
response loss (%) | ppTs to be replaced 5 g6
o 0 p,=-0.231% 0.072

4000 (768) % 0-94% [ p,= 0.905+ 0.009
3000 8,0_92: “L I p, = -0.0008 + 0.0002
® -
e - 2/ndf = 23.91/21
2000 Z2 091 ! X
Ext.Barrel cell -
. t.Barrel cells _— + ‘h %
0 Al2  Al4  Al3 0.8sE T T
| | | —
0 0.84— = % ]
0->5 5->10 10->15 15->20 20->25 25->30 30->35 35->40 - Slow loss rate : 0.08% per C %
0.821 et

20 40 60 80 100 120
Integrated anode charge Q [C]
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Expected nominal response loss (%)
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TileCal phase-Ill upgrade: medium term program

Final Design Reviews Demonstrator
Test beam during 2019 insertion in TileCal ?

TDR submitted

TDR approved

Q3 | Q4
Full-size PPr

LHC

FEB ch0|ce

1S TN 13514 7ev T * TV

M"r Si07T 1
wm‘ a - P mCHT Nl
T TeV EL'_ ﬂlﬁm 1 I;:ﬂlm ﬁﬂ:‘l‘l‘llr I HL-LHC r'.l'ml:j-;.".'..
— project P27 Tl nstallation -

I Civil Eng. P1 _'\.._‘

K i —
! = ,:‘?’m‘“" experiment
aeper o— DY ol ' | upgrade phase 2

—

13000 for ! i)

F. Scuri / Calor2018 16



Summary

A wide R&D program for the new TileCal readout electronics for HL-LHC is progressing well

Prototypes of all elements of the full readout chain intensively tested

Continuous tuning of the new versions of each component prototype of the FE and BE electronics.
Full-size PPr and TDAQ (interface to the future ATLAS TDAQ) prototypes ready this summer

LVPS ready for pre-production

Evaluating 2 HV distribution architectures (HV “remote’ option is the baseline)

Radiation hardness tests for all elements of the system on-going or ready to start

New super-drawer mechanics design completed, prototypes available including the
micro-drawer option for the Extended Barrel and the new drawer extraction system.

Studies on PMT lifetime and robustness in progress, made projections to the HL-LHC era.

In general, high reliability of the upgraded system will be achieved through redundancy,
modularity, and robustness.

Five test beam campaigns from 2015 to 2017 and two more in 2018.

Steps of the TileCal upgrade roadmap to HL-LHC on the time schedule.
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Mechanics for the new module drawers

New mechanics and extraction tools
= Simplify the handling during maintenance
= Allow access in reduced detector standard

opening

Each module hosts 4 mini-drawers:
= 12 PMTs + 12 Front-End cards (3-in-1 cards)
= 1 MainBoard + 1 DaughterBoard /ef
= 1 HV regulation board: Internal or Remote option.....«." /7"
= 1 adder base board + 3 adder cards (only for the

Demonstrator)
1 LVPS: low power distribution for readout
electronics |
Mini Mini-Drawer proposal for : m-hg

Extended modules under study

= Only 32 PMTs in Extended modules
(10 PMTs in MD3 and MD4)

= Proposal: 3 MD + 2 MMD using
3 sets of electronics boards

F. Scuri / Calor2018 20



New HV active dividers in the PMT block

AR BOWER GRND

ARCOE

=

ARG GRHD |

=
R13 =%

TSC
TS4L48R% 4

(=i=] .Rlla R11 .FHE
Feedback transistors inserted
in the last amplification stages

’ n
N
ceAThaau
bt
2 Eg Z2 R2
INITIAL DISTRIBUTION ¢ 2-2-2-|-|-1-2-2,5-2
Bl pa2 5.5 UD  UD=S8U AT SPBY &
—Hy MUMETAL

Deviation from response linearity (%)

‘a0
F ]

Passive dividers sl
s New active dividers

'0|2 _—
04

06

-08f-

i L Lo o Lo o L s

o b e slies b soilomnd = v
0 20 40 60 80 0 20 40 60 80 100
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“QIE” Asic based option for the FE cards

+ The core is QIE 12 ASIC, some of COTS e 1 g —
devices in advanced technology used for F Spitter [] Setect '<_ 16 : 000 3 a4
slow control and calibration purpose | ) [ gy e

= LVDS/LVCMOS buffers, DACs, SAR ADC | |Shunt] [ TOC St —
OPAMPS. and Mux ers, . Se Jemr *.‘.l!:t.h.r.E 5 1:.. OLE ASIC Iﬂl S
Integrator ADC sPl AN

» The QILE splits the PMT output current in s g
4 ranges, each has a corresponding gated A ] = b
integrator and 7-bit ADC. Combining the 4 ‘ Ly

ranges, QLE presents 17-bit dynamic range “ ari. 3'DAC L —

168 Bil
with non-linear transfer function

Gated Integrators

LA™ ik} [
Integrase” ™ .
o ¥ a3, 74&3 Iy

vﬁ;—._-“fax ;-'J P’J k’J'l:"] 2, . 1
s %Fnspm“ta

- — | 23 Splitter Transistors

Input ?‘r— It + laiss
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“FATALIC” Asic based option for the FE cards

The FATALIC ASIC design has a current FATALIC 4
conveyer with outputs with a gains ratio of ErEm—
64:8:1, each followed by an RC shaper to
handle the PMT signals

* Three 12-bit ADCs in parallel to digitize the
outputs from current conveyer

« Combined dynamic range is 17-bits

+ Auto-selection data readout with medium gain +
(Low or High gain)

« ASIC built in 130 nm CMOS technology operates
in 1.6V, consuming 205 mW

1x
S Y —— Y
2 "Pe
===l N
N = S B s S S35
=5 ol
. % 7
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Daughter board version 5 architecture

o
Cs interface 11200 B

F Timing and control
g signals 1 ME

ADC readout
trom MB

CBT clocks tx FPGA T :
Ind D & 14160 MHz
I (BT Clocks oo FRGA &
Jx40 & 1150 MHz

GEBT clocke to FRCA &
Fxdl & 1160 MHT

GET cle-cks to FRCA B
l 3wl & 1x160 MHZ
L l Y +
-_ A Config Bus . -
FRGA |EpOrts! FPGA
o ]
I3 = Te 5
E ; TDOA L :
:E’ A f 3 :_: B ] A5 |
uw — — — — o — ———— — — - -‘-l'q wa
I _: | RCBUS g L_: _:
:— COTRLICEr A e L -1 :
| e
Gy
___.___:'_"'_—____1__
e’ e | B AL o
7
y
SFP+ SFF + SFP+ SEP+
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Pre-processor (PPr) prototypes

Prototypes (1/8 of the full-size PPr, 1 Super-Drawer)

* 1st prototype extensively tested at the past test beams
e 2nd prototype to be integrated with a FELIX emulator

* Two FPGAs:
- Virtex 7 + 4 QSFPs for data readout (TTC/DCS distribution
to the FE, interface to FELIX, energy and time reconstruction)
- Kintex 7 + Avago MiniPOD TX for trigger (data to LO/L1Calo,
pre-trigger algorithms)

F. Scuri / Calor2018
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Full-size Pre-Processor

e ATCA carrier with 4 AMC positions COMPATIBLE WITH

e Compact Processor Modules

e First prototypes expected for summer 2018
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PPR PROTOTYPE

Madular strategy to reduce the complexity of ]
the PCB layout — saving costs ' '

Xilinx Zyng controller module

« S0DIMM form factor

« [Diagnostics, monitoring, remote programming
GbE Ethernet switch module

« S0DIMM form factor

« 16 GbE ports,1 per AMC, Zone 2, TDAQiI

CERN IPMC mezzanine card

* DIMM form factor
= AMC/Blade management, sensor reading

Readout and operate 2 TileCal modules
Single AMC form factor

Xilinx Kintex UltraScale FPGA

8 Samtec firefly modules (up to 32 links) epepert
Artix FPGA for diagnostics, clock phase monitoring |||




TDAQI prototype
e Trigger and DAQ interface (TDAQiI)

= Receives calibrated cell energy from
the PPr and interfaces with the trigger
systems

= Interfaces the PPr with the FELIX
e TDAQI prototype: reduced version

s Kintex UltraScale FPGA

« 2 SFPs, 2 Samtec Firefly, SMA
connectors

= 1 QSFP connected directly to zone 3
(signal integrity studies)
= Rear Transition Module form factor

= No major issues found
- Voltages, dimensions, JTAG chain
verified
= More tests ongoing: Link qualification
with Xilinx IBERT IP core
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