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Shift notes from the past week:

ADCoS/CRC reports from the ADC Weekly and ADCoS meetings:
https://indico.cern.ch/event/634478/contributions/2567812/attachments/1460454 /2255640/go (CRC report)
https://indico.cern.ch/event/639600/contributions/2593246/attachments/1460714 /2256112/170516 ADCoS.pdf (Armen)

General news/issues during the week:
5/11: BNL FTS upgrade:
https://atlas-logbook.cern.ch/elog/ATLAS+Computer+Operations+Logbook/61385
5/12 early a.m.: ATLAS file transfers stopped - problem with ddmadmin proxy (delegation). Issue quickly resolved by ADC experts.

ADC Technical Coordination Board, 5/15:
https://indico.cern.ch/event/629515/
As of 5/16 reprocessing campaign almost done.
5/16: ADC Weekly meeting:
https://indico.cern.ch/e/634478
MC summary from the ADC Weekly meeting:
https://indico.cern.ch/event/634478/contributions/2567814/attachments/1460525 2255771/MCProd ADC 2017May16.pdf


1) $5 / 15$ : SLACXRD - file deletion errors (" System error in unlink: Not a directory 500-A system call failed: Not a directory"). https://ggus.eu/?mode=ticket info\& ticket id=128320 in-progess, eLog 61411.

## Follow-ups from earlier reports:

(i) 5/6: BNL_OSG2 - source file transfer failures (staging errors: "globus_ftp_client: the server responded with an error 451 FTP proxy did not shut down"). Issue being investigated. https://gqus.eu/?mode=ticket info\&ticket id=128187, eLog 61351.
(ii) 5/9: LUCILLE - destination file transfer errors ("Unable to connect to lutse1.lunet.edu:2811"). Site went into unscheduled downtime due to a machine room power outage. https://ggus.eu/?mode=ticket info\&ticket id=128239, eLog 61369. Update 5/11: power restored, all services back on-line. Closed ggus 128239, eLog 61384.

