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Introduction

 BigPanDA project is now in the middle of Year 2

 Work Package 1 (WP1)

 Software developments for BigPanDA Workload Management System (WMS)

 In support of BigPanDA deployment and operations at OLCF Titan

 Objectives: improve efficiency and add new capabilities

 In this talk we summarize status and plans
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Technical Goals

 Improve backfill efficiency

 Enable utilization of ALCC allocation

 Transition from Pilot 1.0 to Pilot 2.0

 Deploy Harvester

 Deploy Event Service

 Integration with NGE – described in WP3 talk 11:45 and Matteo’s talk 14:30
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Improving BackFill Efficiency

 For past ~1.5 years we have been using Pilot 1.0 at Titan

 With a lot of custom modifications specific to HPC/Titan

 Runs as edge service on DTN nodes to submit payloads on Titan

 Used by ATLAS and other experiments/users at Titan

 Works well – 10-20M Titan core hours per month

 But needs to be replaced – this was a temporary hacked pilot

 However, we needed to continuously tweak in 2017 for operations

 To improve efficiency of backfill – achieved 95% overall utilization in November!

 To reduce I/O bottlenecks – see next talk on WP2

 To streamline job startup

 See Danila’s talk at 16:15 today for results from ATLAS
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Enabling Utilization of ALCC Allocation

 90M core hours of ALCC allocation for ATLAS on Titan

 Required changes to pilot – scheduling policy is different than backfill

 Started with custom tasks – queue wait time is not a problem

 Working to reduce queue wait time through intelligent scheduling (late binding)

 Use knowledge of queued jobs to schedule work as late as possible

 Allows use of allocation for the highest priority task (fastest execution)

 See talk by Titov Thursday morning

 Work in progress – to be implemented in Harvester
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Transition from Pilot 1.0 to 2.0

 Pilot 1.0 has been used by PanDA for >10 years

 Pilot 2.0 development is ongoing – not used in production yet

 Some components are available and being tested

 In the meantime, HPC’s have been using miniPilot

 MiniPilot - a lightweight Pilot 2.0 component available for development testing

 Will start migration to full Pilot 2.0 in the Spring

 Pilot 2.0 was developed from scratch with HPC capabilities
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Harvester

 Harvester is a new component of PanDA

 Autonomous light-weight stateless service between PanDA server and Pilot

 Provides intelligent pilot scheduling capabilities

 Works with (and shares components with) Pilot 2.0

 Crucially important for HPC’s – Titan

 In active development, testing and prototyping at Titan

 See talk by Danila and Pavlo 14:00
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Event Service

 New service for PanDA

 Allows processing of small chunks of data – file size becomes irrelevant

 Very powerful in conjunction with event streaming service – being developed

 Allows preemption of jobs without loss of the work done till preemption

 In early production stage

 In use for 25k-50k cores for ATLAS daily

 High priority for deployment at Titan – but waiting for Pilot 2.0 and Harvester (Yoda 

in previous slide)
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Schedule and Plans

 The 5 development tracks described + NGE are the highest priority

 Additional areas include Jumbo jobs, Task Management, Data movers… in progress

 The BigPanDA team is fully integrated with ATLAS PanDA development team

 However, support of continuous operations is higher priority

 Progress is limited by developer effort available

 All 5 areas described are expected to be operational in Spring 2018
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