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PanDA Monitor@OLCF
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Job submission

• Grid proxy recognized by PanDA Server was provided by 
Ruslan Mashinistov in order to submit LQCD jobs


• A dedicated pilot launcher was installed


• in order to make this process easier in the future we 
created a scripted installer


• Job submission and execution succeeded
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PanDA Monitor@OLCF
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Sequential jobs 

• A simple workflow management system was 
developed only by means of PanDA Server (Adder/
Setupper modules), no extension to database has 
been done 

• Tested on EC2 instance as well as at OLCF 
instance 

• Can be reused for other experiments
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Sequential jobs, workflow 
representation in command line

• all jobs from the workflow set are submitted at the same 
time, then labels are turned into real PanDA jobid numbers
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Sequential jobs, workflow 
representation in Monitor

• if job has one or more predecessors it stays in “defined” 
state until all of them finish successfully
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A simpler job description

• we introduced job description 
i n Ye t Ano the r Ma rkup 
Language (YAML)


• a simple Bash syntax check 
feature is also available for 
command description

seqname: Test_Seq_LQCD 

jobs: 
    JOB1: 
        walltime: "20:00:00" 
        nodes: “8000" 
        command: |+ 
          export PMI_NO_FORK=1 
          export CRAY_CUDA_MPS=1 

          cd $PBS_O_WORKDIR 

          conf_num=0 

          for i in {0..31}; do 
           aprun -n 12 -N 1 ./wrapper1.sh \ 
                 $((i*12+conf_num*396)) & 
           sleep 2s 
          done 
    JOB2: 
       …
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Sequential jobs description

• i t is also possible to 
specify a list of jobs, which 
have to be executed in a 
necessary order

seqname: Test_Seq_LQCD 

jobs: 
    A: 
       …. 
    B: 
        … 
    C: 
        … 
    D: 
        … 
    E: 
        … 

sequence: 
    A: B 
    C: B 
    B: D 
    E: D
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Sequential jobs description

• problem: job B will never 
start as it depends on job D 
which is a successor of job 
B


• cycle detection feature will 
be introduced (a simple 
Depth-first search algorithm)

seqname: Test_Seq_LQCD 

jobs: 
… 

sequence: 
    A: B 
    B: C 
    C: D 
    E: B 
    D: E
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Open questions and 
suggestions

• Notifications on job start/end?


• Could it be possible to introduce a feature to modify job before it 
starts?


• Right now LQCD team can use only self-signed certificates to 
submit jobs


• We will need different certificates/proxies for different experiments, 
right now it is possible to submit to any site defined at OLCF 
PanDA instance


• Make pretty output for client tools; now in case of error cURL error 
code is shown
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Closest events and plans
• Meetings:


• Meeting with people from Thomas Jefferson Lab


• Meeting with BNL LQCD team - we will have one next 
week


• New candidates for LQCD computing infrastructure


• TJLab cluster


• GPU cluster at BNL
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Other payloads
• nEDM:


• pilot launcher ready on Titan


• queue created in PanDA instance @OLCF


• job submission and execution succeeded


• nEDM team was informed about the status and we asked about 
the possible time frame for data challenge


• ATLAS b-tagging:


• expect more news from them in spring 2018
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Summary
• Queue in OLCF PanDA instance created


• Realistic LQCD jobs can be submitted and run through 
PanDA instance@OLCF


• Sequential jobs submission tested and executing in 
correct order, all of the necessary modules to run LQCD 
jobs were installed and tested


• Improvements to user interface have been done to 
provide an easier job definition to users
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