SciDAC-4 LQCD project kick-off
meeting at TJLab
January 3-9, 2018

Based on slides from Robert Edwards’ talk at the meeting



SCIDAC-4

« Welcome to our new project:

“Computing the Properties of Matter with Leadership Computing Resources”

Lead PI: Robert Edwards (TJLAB)

Co-Pls: Will Detmold (MIT), Balint Joo (JLab), Swagato Mukherjee
(BNL)

Sept. 2017 - Sept. 2022: S4M NP (Ted Barnes) & $4.25M ASCR
(Randall Laviolette)

Originally requested S10M: some trimming, reduced overhead,
removed some PD years

* Senior Investigators:

Andrei Alexandru (GWU/Physics), Saman Amarasinghe (MIT/CS), Alexei Bazavov (MSU/
Physcs), Kate Clark (NVIDIA), Rob Fowler (UNC/RENCI), Xu Liu (W&M/CS), Kostas Orginos
(W&M/Physics), Sergey Panitkin (BNL/Physics), Andrew Pochinsky (MIT/Physics), Kenny
Roche (PNNL/UW/Physics), Martin Savage (UW/INT), Frank Winter (JLab), Boram Yoon
(LANL/CS)



Publicity and useful repositories

GitHub: https://github.com/LQCDSciDAC4 Website: https://lgcdscidac4.github.io

<X
o 4
o/

Scientific Discovery

thrix gh

."Ll".llll Ctl {‘«llllll.lllll‘t‘_

LQCD SciDAC-4 Project

Homa Ahout Highlighrse Peoapla Publirations

LQCD SciDAC-4 Praoject

Tha Lattice Quantam Chreme-Dynamics |ILQUD) STDAMC-4 Project s cLpportad by tha U5, Dept. of Energy Oftke cf Nuclaar Prycizs anc the Ut ce cf
Advarced Scentitc Compitng Rasearch. The pro'ect s support ng the development of the sotware Infrastructare [0 carry out scianttic caculztions
C acdress fundamartal quastions I ruclezr sgdenca. It € & coliaboraticn of domzin sdentists, and compLter sCentists whicr 2ims 1o Lnderstand tha
structure of nuciea” METer uncer extreme torditons, and NOow quar«<s anc glaors 2re oCrfinec 02 bullc the Mmarce” et € cbseved n nawre

News

Exploring the Exotic World of Quarks and Gluons at the Dawn of the Exascale

> ~
: SLIDAC effersan (al. Highighs, 2017-10-17

8 Sclearifie |)|u'u\'r':/

theungh 5 lefferson Lzb leads developrent of next-gensraton sotware to benefic nuclear sbysics

Advanced Computing comrputation. An award was recently arrounced by DOZ%s Oflce of Nuclear Physics arc the OFffice
of Acvawecd Sdentific Cempuzing Reszarcn In the Oizz of Science. It wil provide $3.25 millicn for
thec "Compuing the Propertics of Mcttor with Leadershin Computing Fesoarces” rescarch orojack.

Using Supercomputers to Delve Ever Deeper into the Building Blocks of Matter

Bcouklicves Natio sl fal Feanss, 20 7-10-18

Scientists o dewelon rex-genemtion computational eols for studving Irteractions of quarks and
gluons In hot, dense nuclear matter




Organized around science goals

Science areas recognized in the 2015 NSAC Long Range Plan

Extreme matter at high temperatures and/or densities
= BNL and a future EIC

- DOE Topical collab. (Mukherjee)

Hadron spectroscopy
- CLAS12 & GlueX @ JLab

Hadron structure
- JLab, RHIC-Spin @ BNL, future EIC
- DOE Topical collab. (J.W. Qiu & W. Detmold)

Nuclear structure and interactions
- soon FRIB, components of SM tests at JLab

Tests of fundamental symmetries

- Violations of SM, parity violating expts, proposed new low-energy facilities



SciDAC: organize around sites and themes

e JLab (Joo):
- Clover gauge generation central to T=0 NP program
 New algorithms efforts (1-flavor, gauge integration, new solvers) + LCF readiness
e Code optimizations
- Support for hadron structure efforts

- Collaborations with LANL, W&M, GWU, UNC

e MIT (Detmold)
- Analysis: many-body correlation functions

- Optimal code generation
- Collaborations with PNNL/UW

e BNL (Mukherijee)
- HISQ finite T and also anisotropic HISQ for heavy flavor physics at finite T

- Workflow of jobs: support for large valence analysis campaigns
- Collaborations with MSU



Resources

o Allocations today
- USQCD:
e INCITE: Titan (OLCF): 100M core-hours (~3M K20 GPU-hours)

e INCITE: Mira (ALCF): 300M BGQ core-hours (~18M node-hours)

e Dedicated: ~4M K20 GPU-hours + 3M KNL node-hours + 0.5M Skylake node-hrs (BNL)
~ INCITE (Orginos): 100M (Titan) + ?2? (Mira)
- NERSC: Cori: ~ 300M (?) available for all of NP (e.g., lgcd, astro, etc.)
- NCSA: Bluewaters: no NP allocation. Bids out for new NSF system

e SummitDev (OLCF)

- Been available for testing - Power8+Pascal. Suppose to become allocated

e Summit;

= Coming on-line now (2018). ~4600 nodes of 2*Power9+6*Volta

= First ESP allocations. Then regular INCITE/ALCC in Jan 2019

- USQCD/NP/T=0 (Pl: Edwards) and T!=0 (PI: Mukherjee) each submitted a LOI
e Allows for testing on full system

- ESP proposals due by June
« NERSC9: CY20



Relation to Exascale Computing Project (ECP)

e Scope of ECP:
- Focused on longer term: originally Exascale in ~CY24 (accelerated to CY21)

- Overarching goal: large physical volumes, small lattice spacings, complicated
observables at Exascale

- Centered on 4 themes:
o Software API-s/implementations (Carleton DeTar)
o Dirac solvers (Richard Brower)
e Critical slowing down in gauge generation (Norman Christ)

« Evaluating many-body correlation functions (Edwards)

- Milestones & deliverables associated with each



Pre-exascale system plans (now out-ofdate)

CROSS( ROADS

An APEX Collaboration

Summit (OLCF) and Crossroads (ACES)
Sierra (LLNL), 2018 and NERSC-9, 20

Aurora: now 2021

Cori (NERSC) &
and Trinity
(ACES) 2016




Proposed work plan
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Summary

* High visibility project with multiple important science drivers
e Supported for 5 years by DOE NP and ASCR (SciDAC-4)

. ?trcing connection to DOE supported physics programs and experimental
acilities

* The project is computationally intensive, with large allocations on multiple
sites (ALCF, NERSC, OLCF; LQCD clusters at BNL, FNAL and TJLAB,...)

* Natural interest in campaign style job submissions to multiple HPC sites

* The project has software development and WMS components
e PanDA is WMS of choice

* Emerging collaboration between BNL and TJLab (Edwards, Trewartha) in
WMS domain

* First meeting on Jan 16, 2018 to discuss cooperation and possible first
steps

* PanDA edge services install at TILab on LQCD cluster and/or Titan by Daniel
Trewartha using PanDA tools and documentation

* Development of tools to run several types of LQCD workloads and enable
production campaigns O(100k jobs)

* Improve understanding of LQCD workflows

* Understand data management requirements for LQCD especially for multi-site
operations



