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MC PRODUCTION CAMPAIGNS

• MC production is divided into campaigns, where the centre-of-mass energy, 

geometry and conditions used in production correspond to a running period of 

the LHC. 

• Major campaigns correspond to the calendar year (mc15, mc16). 

• Minor campaign versions usually reflect improvements in reconstruction 

software, trigger menu or pile-up simulation (mc15a, mc16b, …). 
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APG (ATLAS MC PRODUCTION GROUP)
HTTPS : / /TWIK I .CERN .CH /TWIKI /BIN /VIEW /ATLASPROTECTED /ATLASPRODUCTIONGROUP

This page describes the role of the ATLAS Production Group 
and how to get official MC samples.

PMG (PHYSICS MODELLING GROUP)
HTTPS: / /TWIKI .CERN. CH/TWIKI /B I N/V IE W/ATLASP ROTE CTED/P HYSI CSMO DE L LI NGG RO UP

The group is responsible for the development and validation of MC generators and 

samples for analyses and for the final approval of general MC requests from all 

physics groups (in tight collaboration with Physics Coordinators).

TWIKI PAGES FOR ATLAS PHYSICS ACTIVITY
H T T P S : / / T W I K I . C E R N . C H / T W I K I / B I N / V I E W A U T H / A T L A S P R O T E C T E D / A T L A S P H Y S I C S
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https://twiki.cern.ch/twiki/bin/view/AtlasProtected/AtlasProductionGroup
https://twiki.cern.ch/twiki/bin/view/AtlasProtected/PhysicsModellingGroup
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CAMPAIGNS METADATA IN PMG
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• Production Steps Configuration:

• Simulation Strategy [Atlfast-II, Atlfast-IIF, …]

• Project Name [mc15_13TeV, mc16_13TeV, …]

• MC Generators [MadGraph, Pythia, …]

• ATLAS Software Release [AtlasProduction 19.2.3.5 for G4 simulation, …]

• Number of Events / Events per File

• ATLAS Geometry [ATLAS-R2-2015-03-01-00, …]

• Conditions Tags [OFLCOND-RUN12-SDR-19, OFLCOND-RUN12-SDR-19, …]

• Production Tags [s2141, s2576, s2578, …]

• Bunch Spacing [25ns, 50ns]

• Trigger Menu [MCRECO:DBF:TRIGGERDBMC:2009,7,9]

• Data Taking Period / Run Numbers

MC SUBCAMPAIGN PRODUCTION 
DETAILS IN TWIKI APG

https://twiki.cern.ch/twiki/bin/view/AtlasProtected/AtlasProductionGroupMC15a

Event 

Generation

Detector 

Simluation

Digitization&Reconstruction
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ATLAS GEOMETRY PARAMETERS

http://atlas.web.cern.ch/Atlas/GROUPS/OPERATIONS/dataBases/DDDB/show_branch_tag_comments.php?tag_name=<ATLAS_GEOMETRY>

Child Tag Tag Comment

BeamPipe-16
To the beam pipe added 90 mm long aluminium cylinder at the front which 

sits exactly in the LUCID acceptance

Calorimeter-GEO-00 Neighbor tables Apr-2011

CavernInfra-04 Copy of CavernInfra-03. Changed MAXR of HoleJN in CavernElements

Cryostats-00

ForwardDetectors-02

Based on ForwardDetectors-01, added the first version of LucidMapping 

table. 01/03/2010. Extending type field of ZDC identifiers from 0-1 to 0-3. 

08/03/2009

InnerDetector-IBL3D25-12-

XMAT-02

Clone of the InnerDetector=IBL3D25-12-XMAT-01. The Pixel contain phi-

modulated services.

LAr-Revised-17-01
Copy of LAr-Revised-17. Densities of the LArServices materials changed to 

.35. Changes in the BarrelDM requested by Guillaume

Materials-10 add new materials for the new beam pipe

MuonSpectrometer-R.07.01 R.07.01

TileCal-GEO-09 Copy of TileCal-GEO-08. Introducing E4 cells in EBC32/EBC33

AtlasCommon-RUN2 RUN2

AtlasMother-06
ID inner and outer radii update Merge of ATLAS-GEO-20-00-04 and 

ATLAS-IBL-02-02-00 (IBL+ATLAS MC prod)

Two databases are used to construct the detector geometry chosen by the user: 

• one to store basic constants (the ATLAS Geometry database), and 

• one to store various conditions data (e.g. calibrations, dead channel, misalignments) for the specific 

run chosen (ATLAS Conditions database).

A geometry database stores all 

fundamental constants

for detector construction. Volume 

dimensions, rotations, and

positions, as well as element and material 

properties including

density, are all stored as database entries. 
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ATLAS CONDITIONS TAGS REPORT

https://atlas-tagservices.cern.ch/tagservices/RunBrowser/runBrowserReport/rBR_CB_Report.php?CBAction=GlobalTagReport&cbgt=<TAG>
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ATLAS TRIGGER MENU CONFIGURATION

https://atlas-trigconf.cern.ch/mc2/smkey/2009/l1key/7/hltkey/9
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NAME a821

TRF_NAME Reco_tf.py

TRF_CACHE AtlasProd1 

TRF_RELEASE 20.7.5.1.1

productionStep simul

tagType a
tagNumber 821

groupName AtlasProd1

cacheName 20.7.5.1.1

baseRelease 20.7.5

transformationName Reco_tf.py

description MC15c AFII 25ns, MC15c mu profile (284500_v2)(v3)

created 2016-03-21 07:44:29
createdBy jtanaka

lastModified 2016-03-21 07:46:14
modifiedBy jtanaka

tagStatus 0
locked 0

transformation Reco_tf.py

SWReleaseCache AtlasProd1_20.7.5.1.1

updates 1
autoConfiguration everything

conditionsTag "default:OFLCOND-MC15c-SDR-09"

digiSteeringConf 'StandardSignalOnlyTruth'

geometryVersion "default:ATLAS-R2-2015-03-01-00"

ignorePatterns Py:TrigConf2COOLLib.py.+ERROR.===================================+

inputHighPtMinbiasHitsFile mc15_13TeV.361035.Pythia8EvtGen_A2MSTW2008LO_minbias_inelastic_high.merge.HITS.e3581_s2578_s2195

inputLowPtMinbiasHitsFile mc15_13TeV.361034.Pythia8EvtGen_A2MSTW2008LO_minbias_inelastic_low.merge.HITS.e3581_s2578_s2195

numberOfCavernBkg 0
numberOfHighPtMinBias 0.12268057

numberOfLowPtMinBias 39.8773194

pileupFinalBunch 6

postExec

"all:CfgMgr.MessageSvc().setError+=[\"HepMcParticleLink\"]" "ESDtoAOD:fixedAttrib=[s if \"CONTAINER_SPLITLEVEL = \'99\'\" not in s else \"\" for s in 

svcMgr.AthenaPoolCnvSvc.PoolAttributes];svcMgr.AthenaPoolCnvSvc.PoolAttributes=fixedAttrib"

postInclude "default:RecJobTransforms/UseFrontier.py"

preExec

"all:rec.Commissioning.set_Value_and_Lock(True);from AthenaCommon.BeamFlags import 

jobproperties;jobproperties.Beam.numberOfCollisions.set_Value_and_Lock(20.0);from LArROD.LArRODFlags import 

larRODFlags;larRODFlags.NumberOfCollisions.set_Value_and_Lock(20);larRODFlags.nSamples.set_Value_and_Lock(4);larRODFlags.doOFCPileupOptimization.set

_Value_and_Lock(True);larRODFlags.firstSample.set_Value_and_Lock(0);larRODFlags.useHighestGainAutoCorr.set_Value_and_Lock(True)" "RAWtoESD:from 

CaloRec.CaloCellFlags import jobproperties;jobproperties.CaloCellFlags.doLArCellEmMisCalib=False" "ESDtoAOD:TriggerFlags.AODEDMSet=\"AODSLIM\""

preInclude

"HITtoRDO:Digitization/ForceUseOfPileUpTools.py,SimulationJobOptions/preInclude.PileUpBunchTrainsMC15_2015_25ns_Config1.py,RunDependentSimData/confi

gLumi_run284500_v2.py" "RDOtoRDOTrigger:RecExPers/RecoOutputMetadataList_jobOptions.py"

steering "doRDO_TRIG"

triggerConfig "RDOtoRDOTrigger=MCRECO:DBF:TRIGGERDBMC:2046,20,56"

notAKTR 1
USERNAME jtanaka 

CREATED 21-MAR-16 06.44.29.000000 AM

TASKID  8015900

STEP_T_ID 9251

PRODUCTION TAGS 
METADATA 
FROM DEFT DB
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CAMPAIGNS DATA MODEL. 
CONFIGURATION
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ATLAS MC PRODUCTION DATA 
SAMPLES
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SUMMARY FOR MC16A

Full summary “Higgs” category breakdown

Physics 

Group

Production Step

Number 

of Events

“DrellYan” category breakdown

“Exotic” category breakdown

https://twiki.cern.ch/twiki/bin/view/AtlasProtected/AtlasProductionGroupMC16aSummary
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CENTRAL MC15 PRODUCTION LIST

• More fine-grained data samples categorization

• Data samples are categorized by a set of parameters: 

• Generators 

• Powheg+Pythia8 …

• Physics process

• W+ in mumu

• W- in taumu

• Z/gamma* in tau tau ...

• Filtration

• Without lepton filter

• Two lepton filter ...

• Tune software

• AZNLO CT10 …

https://twiki.cern.ch/twiki/bin/view/AtlasProtected/CentralMC15ProductionList
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CAMPAIGNS DATA 
MODEL

1. Campaigns / subcampaigns configuration 

metadata [ from Twiki pages ]

2. Data Samples categorization and summary –

data samples lists breakdown by categories 

with various granularity, beginning from 

physics categories [ from ProdSys2 ]

3. Public results, connected with campaign 

could also be categorized the same way as 

Data Samples [ from current DKB results ]
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NEAR TERM PLANS
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1. Create sample page in BigPanDA monitor with Campaign/Subcampaign

configurations and summaries with physics category breakdown in 

BigPanDA monitor (Siarhei Padolski)

1. Campaigns metadata must be taken from Twiki pages by hand (Maria) 

or using parsing (Vasily) [to JSON format]

2. Development of the data model and it’s implementation in OrientDB

(Maria&Marina)

3. Analysis of ElasticSearch (Lucene) approach to metadata processing in 

terms of campaigns/datasets curation and discovery (Maria&Marina&Vasily)

4. Finishing first DKB prototype scripts (Maria&Marina&Anastasia)

5. Installation of the DKB software at CERN (Alexander&Marina)

6. Execution updated DKB dataflow (Marina)

7. Installation of the SPARQL-Endpoint for DEFT at CERN (Maxim)

http://bigpanda.cern.ch/report/?campaign=MC16



BACKUP SLIDES
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FULL MC PRODUCTION CHAIN

1. Event Generation

2. Detector Simulation

3. Digitization

4. Reconstruction
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PRODUCTION STEP: 
EVENT GENERATION

• The generation of the physics event by creating sets of particles.

• Around 30 different MC event generators are in use in ATLAS. Some 

of them are wonderfully generic (Pythia, HERWIG, Sherpa,…), but 

often you have to string them together to get a full description of a 

single collision between two protons at the LHC. 

• FeynRules + MadGraph5 + Pythia8 + EvtGen

• These event generators give you a list of all the particles that come 

out of a collision between two protons. 

We need a different piece of software to take those particles and move them through the detector one 

by one, helping model the detector’s response to each one of the particles as it goes. 

http://atlas.cern/updates/atlas-blog/defending-your-life-part-1 19



PRODUCTION STEP: 
DETECTOR SIMULATION 

• All stable particles from the event generation are tracked through the ATLAS 
geometry. 

• The ATLAS detector simulation is based on Geant4. 

• Geometry description and full detector simulation including the tracing of particles and the 
electronic response of the active detector elements.

• It provides a very detailed description of every possible particle interaction within the 
detector as a long list of energy deposits, times, and locations in the detector.

• Different approaches have been developed to speed up the detector simulation: 

• Atlfast-II

• Atlfast-IIF

• Integrated Simulation Framework

http://atlas.cern/updates/atlas-blog/defending-your-life-part-2
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PRODUCTION STEP: 
DIGITIZATION

• The simple idea is to change the energies into whatever it is that the detector 

reads out – usually times, voltages, and currents (can be different for each type 

of detector). 
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PRODUCTION STEP: 
RECONSTRUCTION

• Event reconstruction consists of the local pattern recognition (i.e. the 

clustering and resolving of readout channels on the readout detector 

elements), reconstruction of tracks, segments, vertices, cells and clusters in the 

different sub-detectors, and finally the creation of high level objects, such as 

particles of different identification, jets including their flavor tag, or missing 

energy estimation. 
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THE PROCEDURE TO GET OFFICIAL MC 
SAMPLES

• There are several characters: requesters, MC contacts, PMG conveners, Physics Coordinators (PC), 
MC production team.

• Requesters contact the group sub-conveners (or conveners) to discuss new samples, the extension of 
samples etc.

• Once requesters and sub-conveners agree, requesters contact MC contacts in your group (look for a 
term of "MC Production" at PMG contacts) to make a JIRA ticket to explain what samples are 
needed etc.

• The important point to use JIRA is to keep all the discussions as much as possible to have official MC samples.

• Requesters and MC contacts need to do the following items before making its approval request.

• Requesters prepare JobOption files (JOs), LHE/preconfig files (if necessary) and validate them.

• The procedure for the validation should follow the steps defined by PMG. 

• MC contacts help requesters to prepare these files but if necessary, requesters or MC contacts can contact 
PMG and/or MC prod team.

https://twiki.cern.ch/twiki/bin/view/AtlasProtected/AtlasProductionGroup
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https://twiki.cern.ch/twiki/bin/view/AtlasProtected/PmgContacts
https://twiki.cern.ch/twiki/bin/view/AtlasProtected/PreparingLesHouchesEven


THE PROCEDURE TO GET OFFICIAL MC 
SAMPLES

• Once the process is validated,

• The JO files need to be included in SVN. MC contacts create a JIRA ticket as specified 
in JobOptions.

• The LHE/preconfig files (if needed) need to be registered to rucio. MC contacts create a 
JIRA ticket as specified in LHE/preconfig files.

• If new model files etc are required, requesters contact generator package's responsible 
persons. 

• The setup should now be tested in a clean cache (no local jobOption files, using the ones 
from SVN) and log files should be provided.

• Requesters and MC contacts need to make a spreadsheet, using campaign-specific 
template. 

https://twiki.cern.ch/twiki/bin/view/AtlasProtected/AtlasProductionGroup
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https://twiki.cern.ch/twiki/bin/view/AtlasProtected/MCProdJira#To_register_JobOption_files
https://twiki.cern.ch/twiki/bin/view/AtlasProtected/MCProdJira#To_register_LHE_preconfig_files
https://twiki.cern.ch/twiki/bin/view/AtlasProtected/McGeneratorsForAtlas


THE PROCEDURE TO GET OFFICIAL MC 
SAMPLES

• MC contacts follow the procedure on how to submit an approval request explained 

at MCRequestProdSys2.

• Once MC contacts get the approval request e-mail from the system, MC contacts add the 

prodsys2 URL to the JIRA ticket page. 

• MC contacts can edit "Description" of the JIRA ticket page so that MC 

contacts add https://prodtask-dev.cern.ch/prodtask/inputlist_with_request/XXXX/ to the 

bottom part of the "Description".

• The decision on whether/when/what size of the sample to be produced is taken by PMG 

conveners or PC.

• If the request is approved by PMG/PC, MC prod team then handles the production of approved 

samples.

• Please, read the recent tutorial!

• https://indico.cern.ch/event/626719/contributions/2531807/attachments/1438017/2212136/Tutorial_MCProdRe

quest_Junichi_20170403.pdf

https://twiki.cern.ch/twiki/bin/view/AtlasProtected/AtlasProductionGroup
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https://twiki.cern.ch/twiki/bin/view/AtlasProtected/MCRequestProdSys2
https://prodtask-dev.cern.ch/prodtask/inputlist_with_request/XXXX/


PILE-UP

• With increased luminosity, more and more unwanted particle collisions take place (known as “pile-up”), 

distorting the interaction we are interested in measuring. 

• For example, in the data collected last year, a typical collision being studied might be part of an event with 30 

other collisions we are not interested in. The interesting collision is characterised by having high momentum 

particles coming out of it, whilst the other 30 would typically contain low momentum particles.

• One of the greatest challenges faced by the ATLAS experiment is the increasing “pile-up” seen in Run 2 data.

• “Pile-up” consists of numerous additional proton collisions that do not result in what physicists would 

consider interesting physics, and can drown out signals of much sought-after heavy particles.
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PHYSICS CATEGORIES KEYWORDS

https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/CentralMC15ProductionList
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