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What is COMPASS
• COmmon Muon Proton Apparatus for Structure and Spectroscopy 

(COMPASS) is a high-energy physics experiment at a Super 
Proton Synchrotron (SPS) at CERN  

• The purpose of the experiment is the study of hadron structure and 
hadron spectroscopy with high intensity muon and hadron beams 

• First data taking run started in summer 2002 and sessions are 
continue 

• Each data taking session containing from 1.5 to 3 PB of data 

• More than 200 physicists from 13 countries and 24 institutes are 
the analysis user community of COMPASS
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COMPASS production 
dataflow
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• All data stored on Castor 

• Data is being requested to be copied 
from tapes to disks before processing 
(may take ~6 hours) 

• Task moves files directly from Castor to 
lxbatch for processing, several programs 
are used for processing 

• After processing results are being 
transferred to EOS for merging or short-
term storage or directly to Castor for 
long-term storage 

• Merging 

• Results are being copied to Castor for 
long-term storage

LXBatch
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stage-in
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Features of “classic” 
implementation

• We can run jobs on the only one computing resource 
and LSF will be decommissioned at the end of 2018 

• We strictly connected to AFS, local file system, which 
will be replaced by EOS 

• Strictly connected to CASTOR, which will be replaced 
by EOS 

• User jobs and production jobs are sent directly to 
computing resources and can not be managed (we 
can not set priority, quota at user’s level)
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Motivation
• Move processing to CERN Condor 

• Even more: get ability to switch computing sites, 
get more resources, any type, not only LSF 

• Enable processing on Blue Waters HPC 

• Get rid of self-written code and start using some 
“common" solution
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Action items to enable 
processing via PanDA

• PanDA instance installation 

• Production chain management software preparation 

• Grid environment setup 

• Production jobs execution by PanDA expert 

• Physics validation 

• Production by COMPASS production manager
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Grid environment
• AFS COMPASS group 

• Production account 

• Local batch queue 

• EOS directory 

• AFS directory to deploy 
production software

• Virtual organisation 

• Production role 

• Computing element 

• EOS storage element 

• CVMFS

7



Status
• 3 sites: CERN (Condor), JINR (PBS behind Cream), Trieste (LSF behind Cream) 

• 1 storage element: EOS at CERN 

• Processing with only one storage allowed to get rid of DDM, files management done by pilot at the 
stage-out step 

• Processing with few computing sites allowed to get rid of ATLAS Grid Information System, network 
sonars, network closeness monitoring, etc. 

• ~12000 simultaneously running jobs 

• ~1 million jobs processed during last two months 

• PanDA server over MySQL, Monitoring, AutoPilotFactory, Production System deployed in Dubna on 
production area of our cloud service 

• Production system is a brand new one, based on Django framework, prepared to manage COMPASS 
production chain tasks and jobs — the only thing we had to develop using logic of the previous 
COMPASS ProdSys 

• We also created simple Web UI for schedconfig database
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7 days stats



JINR T2 jobs per VO





















Plans
• Migrate all types of data processing to new system 

• Production, merging are there already 

• Daq data decoding is in development 

• MC 

• User analysis 

• Prepare COMPASS-specific monitoring 

• Tatiana Korchuganova already at CERN 

• Wish list includes COMPASS-specific items to be presented on the monitoring pages, such as data taking 
periods, years, runs, etc. 

• VM prepared at JINR 

• Enable processing on BlueWaters HPC 

• There is a team adopting COMPASS software to run on HPC, looks like pretty soon it will be ready to be run by 
PanDA 

• Discussing possibility of adding Rucio to organise data
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COMPASS issues
• No files catalog, data of different periods stored in different databases: several 

Oracle schemas, now in MySQL 

• Dataflow of MC is not defined 

• Software fails without sending exit codes, thus I have to analyse logs to understand 
whether the job finished correctly or not 

• Strong connection to AFS, configuration database contains links to the files at AFS, 
simply moving to EOS will not help because all the software will have to be 
adopted to start reading from EOS; upload to CVMFS is more preferable but 
requires update of the procedure: 

• reduce number of persons who have access to the db 

• organise update sessions: after db update sw update should be performed 

• etc, every day I receive new requests, details on the next slide
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JINR issues
• Used to work on old hardware, during spring we migrated 

to brand new hardware installed in the same area of our 
computing site with T2, which significantly improved 
stability of cloud services 

• I installed Perfsonar service to monitor network 
connectivity 

• There is a noticed JINR cloud network connectivity latency 
delay and low bandwidth, details on the next slide 

• Yesterday we agreed that new network switch will be 
installed for cloud service
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PanDA issues
• PanDA server 

• No versions, thus no safe update 

• Code in Git does not work in MySQL 

• Pilot 

• We need to organise error codes in a way so that they would have a leading part to 
indicate experiment, screenshot on the next slide 

• DB 

• Available db schema for MySQL does not correspond to code base in Git 

• ProdSys 

• No generic production system which could be used by any project to define a 
workflow, each has to start from scratch
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Other activity
• NA62 

• Initiated by CERN IT, Condor service support 

• First contact this summer with Russian colleagues, after which they introduced me to NA62 
community 

• I did a presentation about COMPASS, PanDA at CERN in September 

• Technical meeting with Paul Laycock 

• Agreement is ready that we will test NA62 job submission via PanDA server at JINR 

• I sent him PanDA client package 

• I will define a queue for tests once he sends me details of their VO and computing sites, 
looks like VO is not even registered at CERN 

• NICA 

• No real development from our side at the moment

27


