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Length scales in a Binary System

Double Hierarchy

1.4 Dimensionl Recurrence Relations
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which can be seen as a Dimensional recurrence relation

In general, n MIs obey a system of Dimensional recurrence relations
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M
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1.5 Di↵erential Equations

In general, n MIs obey a system of 1st ODE
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[d] = A(d, z) M[d] (1.19)
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Dissipative system :: 
 GW emission
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IBP
=

X

i

ck,i M
[d]
i (1.16)

which can be seen as a Dimensional recurrence relation

In general, n MIs obey a system of Dimensional recurrence relations

M
[d] ⌘

0

BBB@

M [d]
1

...

M [d]
n

1

CCCA
(1.17)

M
[d+2] = C(d) M[d] (1.18)

1.5 Di↵erential Equations

In general, n MIs obey a system of 1st ODE

@zM
[d] = A(d, z) M[d] (1.19)

1.6

r? << r << �GW (1.20)

– 3 –

1.4 Dimensionl Recurrence Relations

P (qi · pj , qi · qj) = G(qi, pj) (1.12)

with G = Gram determinant

G(qi, pj) =

��������

q21 . . . (q1 · pe�1)

...
. . .

...

(pe�1 · q1) . . . p2e�1

��������
(1.13)

Dimension-shifted integrals

G-insertion:

F [d]
n,m(x,y) ⌘

Z

q1...q`

fn,m(x,y) , (1.14)

)
Z

q1...q`

G fn,m(x,y) = ⌦(d, pi) F
[d+2]
n,m (x,y) (1.15)

In the case of Master integrals

x̄ = (1, . . . , 1) , ȳ = (0, . . . , 0)
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Conservative system :: 
   GW emission

Double Hierarchy

2. EFT

r? << r << �GW (2.1)

Ai-propagator
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expansion parameter



Effective Field Theory Integrating out 
the Newtonian gravitational field in the near zone

Stot[x, h] = Sg[h] + Sm[x, h] eiSeff [x] =

Z
D[h]eiStot[x,h]

Warning:  the EFT approach borrows many techniques and the language
of Quantum Field Theory, but everything is classical here.
The integral above is not a Path Integral, it is rather a symbolic way to 
represent the solution of the classical equation of motion for h.

propagator Green’s function

Dictionary: 

graviton
(on shell, off shell)

classical gravity field
(GW, Newtonian)

integrate out solve classical equations of motion

renormalization renormalization

EFT is a good tool to learn about field theory in general
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CHAPTER 4. THE EFFECTIVE FIELD THEORY APPROACH

Also gravity has its proper action, which is the usual Einstein-Hilbert one plus a
gauge fixing term, necessaryin order to render consistent the functional integral in
the e↵ective field theory approach.
Since we will study slightly departures from GR, we have found convenient to impose
a specific form for the metric, called Kaluza-Klein parametrization: it has revealed
useful in this kind of calculation [6], even if it breaks manifest di↵eomorphism-
invariance.
The form of the parametrization express the metric in terms of three Euclidean
fields: a scalar �, a d-dimensional vector Ai and a d⇥d symmetric tensor �nm

gµ⌫ = e
2�
⇤

✓
�1 Ai

⇤
Ai
⇤ e�cd

�
⇤�ij � AiAj

⇤2

◆
, �ij = �ij +

�ij

⇤
(4.19)

where cd = 2
�
d�1
d�2

�
and ⇤�1 = (32⇡GN)

1
2 .

Inserting this parametrization in the action for gravity we obtain

Sg + SGF =

Z
dd+1x

p
�


1

4

✓
(r�)2 � 2(r�ij)

2 � (�̇2 � 2�̇ij�̇ij)

◆�

�cd


(r�)2 � �̇2

�
+


1

2
FijF

ij + (~r · ~A)2 � ~̇A · ~̇A
�
+ ...

(4.20)

where also the point-particle one has to be expanded in the same way.
At this point, the e↵ective action for the two point particles (i.e. the binary system)
is obtained by integrating out the fields � , Ai, �nm as

eiSeff (xa) =

Z
D�DAiD�nm eiSg+iSpp+iSGF (4.21)

In the case of scalar gravity we have learned that the logarithm of this integral is
composed by connected n-point functions of the fields involved; the same applies
here.
This means that the problem of calculating the e↵ective action is reduced to the one
of calculating connected Feynman diagrams composed by the fields �, Ai, �nm.
For this task we need two things: a set of Feynman rules, thanks to them we will
develop Feynman diagrams, and a systematic procedure in order to know which
diagrams contributes to a specific Post-Newtonian order to the e↵ective action.
As we will see this last point is extremely important since the same diagram could
contributes to many Post-Newtonian orders, but let’s start from the Feynman rules
of our theory, which are the building blocks of our aim.
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D�DAiD�nm eiSg+iSpp+iSGF (4.21)

In the case of scalar gravity we have learned that the logarithm of this integral is
composed by connected n-point functions of the fields involved; the same applies
here.
This means that the problem of calculating the e↵ective action is reduced to the one
of calculating connected Feynman diagrams composed by the fields �, Ai, �nm.
For this task we need two things: a set of Feynman rules, thanks to them we will
develop Feynman diagrams, and a systematic procedure in order to know which
diagrams contributes to a specific Post-Newtonian order to the e↵ective action.
As we will see this last point is extremely important since the same diagram could
contributes to many Post-Newtonian orders, but let’s start from the Feynman rules
of our theory, which are the building blocks of our aim.
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Also gravity has its proper action, which is the usual Einstein-Hilbert one plus a
gauge fixing term, necessaryin order to render consistent the functional integral in
the e↵ective field theory approach.
Since we will study slightly departures from GR, we have found convenient to impose
a specific form for the metric, called Kaluza-Klein parametrization: it has revealed
useful in this kind of calculation [6], even if it breaks manifest di↵eomorphism-
invariance.
The form of the parametrization express the metric in terms of three Euclidean
fields: a scalar �, a d-dimensional vector Ai and a d⇥d symmetric tensor �nm
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This means that the problem of calculating the e↵ective action is reduced to the one
of calculating connected Feynman diagrams composed by the fields �, Ai, �nm.
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composed by connected n-point functions of the fields involved; the same applies
here.
This means that the problem of calculating the e↵ective action is reduced to the one
of calculating connected Feynman diagrams composed by the fields �, Ai, �nm.
For this task we need two things: a set of Feynman rules, thanks to them we will
develop Feynman diagrams, and a systematic procedure in order to know which
diagrams contributes to a specific Post-Newtonian order to the e↵ective action.
As we will see this last point is extremely important since the same diagram could
contributes to many Post-Newtonian orders, but let’s start from the Feynman rules
of our theory, which are the building blocks of our aim.
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where also the point-particle one has to be expanded in the same way.
At this point, the e↵ective action for the two point particles (i.e. the binary system)
is obtained by integrating out the fields � , Ai, �nm as
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In the case of scalar gravity we have learned that the logarithm of this integral is
composed by connected n-point functions of the fields involved; the same applies
here.
This means that the problem of calculating the e↵ective action is reduced to the one
of calculating connected Feynman diagrams composed by the fields �, Ai, �nm.
For this task we need two things: a set of Feynman rules, thanks to them we will
develop Feynman diagrams, and a systematic procedure in order to know which
diagrams contributes to a specific Post-Newtonian order to the e↵ective action.
As we will see this last point is extremely important since the same diagram could
contributes to many Post-Newtonian orders, but let’s start from the Feynman rules
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Kaluza-Klein parametrisation
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We can now proceed by expanding at first order in the velocities
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In the case of trascurable velocities we can set them to zero, obtaining
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This term can be expanded as a power series in �n, where each of them can be
interpreted as the emission of n scalar fields from an external source (in this case a
BH or NS) with Feynman rule4

� = � ima

⇤nn!
(4.47)

At the same time, restoring the v dependence in the action, and neglecting the �
fields, we have a di↵erent term that can be interpreted as the emission of a tensor
sigma with Feynman rule

�ij
=

ima

2⇤
vivj (4.48)

4The Feynman rule here drawn describes the emission of a single � field, for further there will
be more green lines starting from the same vertex
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where also the point-particle one has to be expanded in the same way.
At this point, the e↵ective action for the two point particles (i.e. the binary system)
is obtained by integrating out the fields � , Ai, �nm as
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In the case of scalar gravity we have learned that the logarithm of this integral is
composed by connected n-point functions of the fields involved; the same applies
here.
This means that the problem of calculating the e↵ective action is reduced to the one
of calculating connected Feynman diagrams composed by the fields �, Ai, �nm.
For this task we need two things: a set of Feynman rules, thanks to them we will
develop Feynman diagrams, and a systematic procedure in order to know which
diagrams contributes to a specific Post-Newtonian order to the e↵ective action.
As we will see this last point is extremely important since the same diagram could
contributes to many Post-Newtonian orders, but let’s start from the Feynman rules
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CHAPTER 2. GENERAL RELATIVITY: A DERIVATION

Dividing by 2k2, raising all indeces and multipling by �i gives the propagator
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which can be expressed in a diagrammatic way as

k
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2.3.2 One loop correction to the Newton Potential

We have seen that gravity can be described by an e↵ective field theory: this means
that we are able to derive some of its predictions.
One of them comes from the Newton Potential: in the same case as QED, where
the vacuum fluctuactions gives corrections to the Coulomb potential, if gravity is
described as a QFT we would expect quantum corrections to the Newton Potential
which can be expressed in a diagrammatic way as corrections to the graviton prop-
agator.
The amount of algebra required for this calculation is cumbersome8 and we will limit
to only point out general lines.
The diagram associated to this process is derived using the graviton propagator and
the three vertex rule of the interacting theory

p

k � p

k

p

µ⌫ ⇢�

8for the first original calculation see Veltman and t’Hooft’s paper ”One loop divergencies in
General Relativity”(1994) [16]
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the temporal component of their momenta can be neglected, since we are computing the
G5

N
v0 sector.
From the previous discussion, one can derive the following Feynman rules, respectively

for the �-propagator,

p ! �
i

2cdp2
(2.11)

and for the �-propagator,
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. (2.12)

The Feynman rules for the interaction vertices can be derived in a similar fashion and are
reported below:
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Finally, the contribution of each amplitude to the two body Lagrangian L can be

derived from its Fourier transform,

La = �i lim
d!3

Z
ddp

(2⇡)d
eip·r

a

(2.14)

where the box diagram stands for the generic diagram a = 1, . . . , 50 of fig. 1, and p is the
momentum transfer of the source.
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and for the �-propagator,

rj kl
p !

iP �rj�kl

2p2
. (2.12)

The Feynman rules for the interaction vertices can be derived in a similar fashion and are
reported below:

p,rj

p-k

k

! i
2cd
⇤


1

2
(p� k) · k�rj � kr(p� k)j +

⇣
r $ j

⌘�

p

k
p-q,rj

k+q,lm

! i
4cd
⇤2


krpl�jm �

1

2
klpm�rj �

1

8
p · kQrjlm +

⇣
r $ j , l $ m

⌘�

p-k,qr

p,tj

k,lm

! i
1

8⇤

(
(p� k) · k

✓
1

2
�trI lmjq

�
1

4
�qrItjlm

�
1

8
�tjQqrlm

◆
+ (2.13)

+
1

4
(p� k)tkjQqrlm +

✓
1

2
�tj�mr

� �tr�jm
◆
(p� k)qkl �

⇣
l $ q

⌘�
+

+ �lm�tr(p� k)qkj � �tm�qr(p� k)lkj +
⇣
t $ j , l $ m, q $ r

⌘)

. . . . 
n

! �
i

n!⇤n

with I
ijlm

⌘ �il�jm + �im�jl and Q
ijlm

⌘ I
ijlm

� �ij�lm.
Finally, the contribution of each amplitude to the two body Lagrangian L can be

derived from its Fourier transform,

La = �i lim
d!3

Z
ddp

(2⇡)d
eip·r

a

(2.14)

where the box diagram stands for the generic diagram a = 1, . . . , 50 of fig. 1, and p is the
momentum transfer of the source.
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1.4 Dimensionl Recurrence Relations

P (qi · pj , qi · qj) = G(qi, pj) (1.12)

with G = Gram determinant

G(qi, pj) =

��������

q21 . . . (q1 · pe�1)

...
. . .

...

(pe�1 · q1) . . . p2e�1

��������
(1.13)

Dimension-shifted integrals

G-insertion:

F [d]
n,m(x,y) ⌘

Z

q1...q`

fn,m(x,y) , (1.14)

)
Z

q1...q`

G fn,m(x,y) = ⌦(d, pi) F
[d+2]
n,m (x,y) (1.15)

In the case of Master integrals

x̄ = (1, . . . , 1) , ȳ = (0, . . . , 0)

M [d+2]
k = ⌦(d, pi)

�1
Z

q1...q`

G mk(x̄, ȳ)
IBP
=

X

i

ck,i M
[d]
i (1.16)

which can be seen as a Dimensional recurrence relation

In general, n MIs obey a system of Dimensional recurrence relations

M
[d] ⌘

0

BBB@

M [d]
1

...

M [d]
n

1

CCCA
(1.17)

M
[d+2] = C(d) M[d] (1.18)

1.5 Di↵erential Equations

In general, n MIs obey a system of 1st ODE

@zM
[d] = A(d, z) M[d] (1.19)

2. EFT

r? << r << �GW (2.1)

Ai-propagator
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The 2-body effective action can be found by integrating out the gravity fields from the
above-derived actions

exp[iSeff ] = � D�D�ij exp[i(Sbulk + Spp)] . (2.7)

As usual in field theory, the functional integration can be perturbatively expanded in terms
of Feynman diagrams involving the gravitational degrees of freedom as internal lines only 3,
regarded as dynamical fields emitted and absorbed by the point particles which are taken
as non-dynamical sources.

In order to make manifest the v scaling necessary to classify the results according to
the PN hierarchy, it is convenient to work with the space-Fourier transformed fields

W a

p (t) ≡ � ddxW a
(t, x)e−ip⋅x with W a

= {�,�ij} . (2.8)

The fields defined above are the fundamental variables in terms of which we are going
to construct the Feynman graphs; the action governing their dynamics can be found from
eqs. (2.5,2.6).

The next step is to lay down all the diagrams which contribute at this O(G5
N
) in the

static limit, following the rule that each vertex involving n gravitational fields carries a
factor Gn�2−1

N
if it is a bulk one, and a factor Gn�2

N
if it is attached to an external particle.

The diagrams in fig. 1 schematically represent the exchange of gravitational potential
modes through the field � (blue dotted lines) and �ij (green solid line) which mediate
the gravitational interaction. Massive objects represented by the thick horizontal black
solid line are non-dynamical sources or sinks of gravitational modes. Their dynamics is
described by the world line Spp hence no massive particle propagator is present in between
two different insertions of gravitational modes on the same particle.

The amplitudes corresponding to each diagram can be built from the Feynman rules in
momentum-space derived from Spp, Sbulk. By looking in particular at the quadratic parts,
one can explicitly write the propagators:

P [W a

p (ta)W
b

p′(tb)] =
1

2
P aa�ab(2⇡)

d�d(p + p′)P(p2, ta, tb)�(ta − tb) , (2.9)

where P ��
= −

1
cd

, P �ij�kl = − ��ik�jl + �il�jk + (2 − cd)�ij�kl� and

P(p2, ta, tb) =
i

p2 − @ta@tb
�

i
p2

(2.10)

has been truncated to its instantaneous non-relativistic part. The terms involving time
derivatives (which acting on the eip⋅x, generate extra factors of v) can be indeed neglected.
In fact, in the present work, we are interested in the pure 4PN G5

N
contribution, which, by

power counting, can be accessed in the limit of zero velocity and instantaneous interactions.
In other words, gravitational mode momenta have scaling of the types (v�r,1�r), therefore

3
As we focus on the conservative part of the dynamics, we are not interested in diagrams where gravita-

tional radiation is released to infinity, even though tail effects [33] involving emitted and absorbed radiation

are relevant at G2
N order also in the conservative sector.
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Feynman Rules
Interactions

the temporal component of their momenta can be neglected, since we are computing the
G5

N
v0 sector.
From the previous discussion, one can derive the following Feynman rules, respectively

for the �-propagator,

p → −
i

2cdp2
(2.11)

and for the �-propagator,

rj kl
p →

iP �rj�kl

2p2
. (2.12)

The Feynman rules for the interaction vertices can be derived in a similar fashion and are
reported below:

p,rj

p-k

k

→ i
2cd
⇤
�
1

2
(p − k) ⋅ k�rj − kr(p − k)j + �r↔ j�� ,

p

k
p-q,rj

k+q,lm

→ i
4cd
⇤2
�krpl�jm −

1

2
klpm�rj −

1

8
p ⋅ kQrjlm

+ �r↔ j , l↔m�� ,

p-k,qr

p,tj

k,lm

→ i
1

8⇤

�
��
�
��
�

(p − k) ⋅ k �
1

2
�trI lmjq

−
1

4
�qrItjlm −

1

8
�tjQqrlm

� + (2.13)

+
1

4
(p − k)tkjQqrlm

+ ��
1

2
�tj�mr

− �tr�jm� (p − k)qkl − �l↔ q�� +

+ �lm�tr(p − k)qkj − �tm�qr(p − k)lkj + �t↔ j , l↔m,q↔ r�
�
��
�
��
�

,

. . . . 
n

→ −
i

n!⇤n

with Iijlm ≡ �il�jm + �im�jl and Qijlm
≡ I

ijlm
− �ij�lm.

Finally, the contribution of each amplitude to the two body Lagrangian L can be
derived from its Fourier transform,

La = −i lim
d→3
�

ddp

(2⇡)d
eip⋅r

a

(2.14)

where the box diagram stands for the generic diagram a = 1, . . . ,50 of fig. 1, and p is the
momentum transfer of the source.
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Spp = �ma

Z
d�a

q
�ẋu

a
ẋv

b
guv(xa) (4.42)

Spp = �ma

Z
d�a e

�
⇤

q
1� e�(2+cd)

�
⇤ vivj�ij (4.43)

We can now proceed by expanding at first order in the velocities

Spp ' �ma

Z
d�a e

�
⇤

✓
1� 1

2
e�(2+cd)

�
⇤ vivj�

ij

◆
(4.44)

Spp ' �ma

Z
d�a e

�
⇤

✓
1� 1

2

h
1� (2 + cd)

�

⇤

i
vivj(�

ij � �ij

⇤
)

◆
(4.45)

In the case of trascurable velocities we can set them to zero, obtaining

Spp ' �ma

Z
d�ae

�
⇤ (4.46)

This term can be expanded as a power series in �n, where each of them can be
interpreted as the emission of n scalar fields from an external source (in this case a
BH or NS) with Feynman rule4

� = � ima

⇤nn!
(4.47)

At the same time, restoring the v dependence in the action, and neglecting the �
fields, we have a di↵erent term that can be interpreted as the emission of a tensor
sigma with Feynman rule

�ij
=

ima

2⇤
vivj (4.48)

4The Feynman rule here drawn describes the emission of a single � field, for further there will
be more green lines starting from the same vertex
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Also gravity has its proper action, which is the usual Einstein-Hilbert one plus a
gauge fixing term, necessaryin order to render consistent the functional integral in
the e↵ective field theory approach.
Since we will study slightly departures from GR, we have found convenient to impose
a specific form for the metric, called Kaluza-Klein parametrization: it has revealed
useful in this kind of calculation [6], even if it breaks manifest di↵eomorphism-
invariance.
The form of the parametrization express the metric in terms of three Euclidean
fields: a scalar �, a d-dimensional vector Ai and a d⇥d symmetric tensor �nm

gµ⌫ = e
2�
⇤

✓
�1 Ai

⇤
Ai
⇤ e�cd

�
⇤�ij � AiAj

⇤2

◆
, �ij = �ij +

�ij

⇤
(4.19)

where cd = 2
�
d�1
d�2

�
and ⇤�1 = (32⇡GN)

1
2 .

Inserting this parametrization in the action for gravity we obtain

Sg + SGF =

Z
dd+1x

p
�


1

4

✓
(r�)2 � 2(r�ij)

2 � (�̇2 � 2�̇ij�̇ij)

◆�

�cd


(r�)2 � �̇2

�
+


1

2
FijF

ij + (~r · ~A)2 � ~̇A · ~̇A
�
+ ...

(4.20)

where also the point-particle one has to be expanded in the same way.
At this point, the e↵ective action for the two point particles (i.e. the binary system)
is obtained by integrating out the fields � , Ai, �nm as

eiSeff (xa) =

Z
D�DAiD�nm eiSg+iSpp+iSGF (4.21)

In the case of scalar gravity we have learned that the logarithm of this integral is
composed by connected n-point functions of the fields involved; the same applies
here.
This means that the problem of calculating the e↵ective action is reduced to the one
of calculating connected Feynman diagrams composed by the fields �, Ai, �nm.
For this task we need two things: a set of Feynman rules, thanks to them we will
develop Feynman diagrams, and a systematic procedure in order to know which
diagrams contributes to a specific Post-Newtonian order to the e↵ective action.
As we will see this last point is extremely important since the same diagram could
contributes to many Post-Newtonian orders, but let’s start from the Feynman rules
of our theory, which are the building blocks of our aim.
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Newton Potential
To summarize, Newton’s potential again:

V = i
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maybe too much formalism so far for such a simple result,
but it will be very useful when things will become more complicated
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Post-Newtonian Corrections

n-th order correction

Post-Newtonian expansion

Virial

1-PN
 x1(t1)

 x2(t2)

1PN:

+ +

O(v2) O(v2) O(1)

while all graphs of this kind are suppressed by v factors
so they can be neglected
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✓
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2PN:  3 + 14 = 17 graphs

Post-Newtonian Corrections
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the temporal component of their momenta can be neglected, since we are computing the
G5

N
v0 sector.
From the previous discussion, one can derive the following Feynman rules, respectively

for the �-propagator,
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2cdp2
(2.11)

and for the �-propagator,
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2p2
. (2.12)

The Feynman rules for the interaction vertices can be derived in a similar fashion and are
reported below:
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Finally, the contribution of each amplitude to the two body Lagrangian L can be

derived from its Fourier transform,

La = �i lim
d!3

Z
ddp

(2⇡)d
eip·r

a

(2.14)

where the box diagram stands for the generic diagram a = 1, . . . , 50 of fig. 1, and p is the
momentum transfer of the source.
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Figure 2. Four-loop 2-point topologies corresponding to the diagrams in fig.1.

3 Amplitudes and Feynman Integrals

In general, within the EFT approach, since the sources (black lines) are static and do not
propagate, any gravity-amplitude of order G`

N
can be mapped into an (`� 1)-loop 2-point

function with massless internal lines and external momentum p, where p2 ⌘ s 6= 0,

= . (3.1)

Accordingly, the 50 diagrams in fig.1 can be mapped onto the 29 topologies of fig.2, where
the sets T1 = {1, 2, 3, 4, 5, 6}, T2 = {7, 8, 10, 11, 14, 16, 17, 20, 21, 25}, T3 = {9, 12, 13, 22},
T4 = {15, 18, 19, 23, 24}, collect the diagrams that share the same topology. For instance,
the diagrams 1 to 6 of fig.1 correspond to integrals which have the same five denominators
of the graph indicated by T1 in fig.2, but different numerators, due to the different terms
associated to 1,2,3 or 4 � emission or absorption from the massive particle.

The representation of the gravity-amplitudes as 4-loop 2-point integrals yields the pos-
sibility of evaluating the latter by means of by-now standard multi-loop techniques based
on integration-by-parts identities (IBPs) [27, 28].

Accordingly, we collect the 50 amplitudes of fig.1 in two sets, AI = {1 : 28, 31, 32, 35 :

37, 39, 41, 45 : 47} and AII = {29, 30, 33, 34, 38, 40, 42, 43, 44, 48, 49, 50}, and address their
computation separately.
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3 Amplitudes and Feynman Integrals

In general, within the EFT approach, since the sources (black lines) are static and do not
propagate, any gravity-amplitude of order G`

N
can be mapped into an (`� 1)-loop 2-point

function with massless internal lines and external momentum p, where p2 ⌘ s 6= 0,

= . (3.1)

Accordingly, the 50 diagrams in fig.1 can be mapped onto the 29 topologies of fig.2, where
the sets T1 = {1, 2, 3, 4, 5, 6}, T2 = {7, 8, 10, 11, 14, 16, 17, 20, 21, 25}, T3 = {9, 12, 13, 22},
T4 = {15, 18, 19, 23, 24}, collect the diagrams that share the same topology. For instance,
the diagrams 1 to 6 of fig.1 correspond to integrals which have the same five denominators
of the graph indicated by T1 in fig.2, but different numerators, due to the different terms
associated to 1,2,3 or 4 � emission or absorption from the massive particle.

The representation of the gravity-amplitudes as 4-loop 2-point integrals yields the pos-
sibility of evaluating the latter by means of by-now standard multi-loop techniques based
on integration-by-parts identities (IBPs) [27, 28].

Accordingly, we collect the 50 amplitudes of fig.1 in two sets, AI = {1 : 28, 31, 32, 35 :

37, 39, 41, 45 : 47} and AII = {29, 30, 33, 34, 38, 40, 42, 43, 44, 48, 49, 50}, and address their
computation separately.
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In terms of the metric parametrization (2.4), with Ai = 0, each world-line coupling to
the gravitational degrees of freedom �, �ij reads

Spp = �m

Z
d⌧ = �m

Z
dt e�/⇤

r
1� e�cd�/⇤

⇣
v2 +

�ij
⇤

vivj
⌘
, (2.5)

and its Taylor expansion provides the various particle-gravity vertices of the EFT.
Also the pure gravity sector Sbulk = SEH + SGF can be explicitly written in terms

of the KK variables; we report here only those terms which are needed for the present
calculation2:
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. (2.6)
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Figure 1. The diagrams contributing at order G5
N . As in the EFT approach the massive objects

are non-dynamical, the horizontal black lines have to be seen as classical sources, and not as
propagators. Green solid lines stand for � field propagators, blue dashed for � fields.

2It is intended that spatial indices in this expression, including those implicitly meant by terms carrying
a (~r)2, are contracted by means of the spatial metric �ij , which implies the appearance of extra � fields.
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3 Amplitudes and Feynman Integrals

In general, within the EFT approach, since the sources (black lines) are static and do not
propagate, any gravity-amplitude of order G`

N
can be mapped into an (`� 1)-loop 2-point

function with massless internal lines and external momentum p, where p2 ⌘ s 6= 0,

= . (3.1)

Accordingly, the 50 diagrams in fig.1 can be mapped onto the 29 topologies of fig.2, where
the sets T1 = {1, 2, 3, 4, 5, 6}, T2 = {7, 8, 10, 11, 14, 16, 17, 20, 21, 25}, T3 = {9, 12, 13, 22},
T4 = {15, 18, 19, 23, 24}, collect the diagrams that share the same topology. For instance,
the diagrams 1 to 6 of fig.1 correspond to integrals which have the same five denominators
of the graph indicated by T1 in fig.2, but different numerators, due to the different terms
associated to 1,2,3 or 4 � emission or absorption from the massive particle.

The representation of the gravity-amplitudes as 4-loop 2-point integrals yields the pos-
sibility of evaluating the latter by means of by-now standard multi-loop techniques based
on integration-by-parts identities (IBPs) [27, 28].

Accordingly, we collect the 50 amplitudes of fig.1 in two sets, AI = {1 : 28, 31, 32, 35 :

37, 39, 41, 45 : 47} and AII = {29, 30, 33, 34, 38, 40, 42, 43, 44, 48, 49, 50}, and address their
computation separately.

– 7 –

T1 T2 T3 T4 26
27

28 29 30
31 32

33

34 35
36

37 38 39

40
41

42 43 44 45

46
47 48 49 50

Figure 2. Four-loop 2-point topologies corresponding to the diagrams in fig.1.

3 Amplitudes and Feynman Integrals

In general, within the EFT approach, since the sources (black lines) are static and do not
propagate, any gravity-amplitude of order G`

N
can be mapped into an (`� 1)-loop 2-point

function with massless internal lines and external momentum p, where p2 ⌘ s 6= 0,

= . (3.1)

Accordingly, the 50 diagrams in fig.1 can be mapped onto the 29 topologies of fig.2, where
the sets T1 = {1, 2, 3, 4, 5, 6}, T2 = {7, 8, 10, 11, 14, 16, 17, 20, 21, 25}, T3 = {9, 12, 13, 22},
T4 = {15, 18, 19, 23, 24}, collect the diagrams that share the same topology. For instance,
the diagrams 1 to 6 of fig.1 correspond to integrals which have the same five denominators
of the graph indicated by T1 in fig.2, but different numerators, due to the different terms
associated to 1,2,3 or 4 � emission or absorption from the massive particle.

The representation of the gravity-amplitudes as 4-loop 2-point integrals yields the pos-
sibility of evaluating the latter by means of by-now standard multi-loop techniques based
on integration-by-parts identities (IBPs) [27, 28].

Accordingly, we collect the 50 amplitudes of fig.1 in two sets, AI = {1 : 28, 31, 32, 35 :

37, 39, 41, 45 : 47} and AII = {29, 30, 33, 34, 38, 40, 42, 43, 44, 48, 49, 50}, and address their
computation separately.

– 7 –

From Amplitudes to Lagrangian

EFT-GR Diagrams vs 2-point QFT Diagrams

Fourier Tfm

example



T1 T2 T3 T4 26
27

28 29 30
31 32

33

34 35
36

37 38 39

40
41

42 43 44 45

46
47 48 49 50

Figure 2. Four-loop 2-point topologies corresponding to the diagrams in fig.1.

3 Amplitudes and Feynman Integrals

In general, within the EFT approach, since the sources (black lines) are static and do not
propagate, any gravity-amplitude of order G`

N
can be mapped into an (`� 1)-loop 2-point

function with massless internal lines and external momentum p, where p2 ⌘ s 6= 0,

= . (3.1)

Accordingly, the 50 diagrams in fig.1 can be mapped onto the 29 topologies of fig.2, where
the sets T1 = {1, 2, 3, 4, 5, 6}, T2 = {7, 8, 10, 11, 14, 16, 17, 20, 21, 25}, T3 = {9, 12, 13, 22},
T4 = {15, 18, 19, 23, 24}, collect the diagrams that share the same topology. For instance,
the diagrams 1 to 6 of fig.1 correspond to integrals which have the same five denominators
of the graph indicated by T1 in fig.2, but different numerators, due to the different terms
associated to 1,2,3 or 4 � emission or absorption from the massive particle.

The representation of the gravity-amplitudes as 4-loop 2-point integrals yields the pos-
sibility of evaluating the latter by means of by-now standard multi-loop techniques based
on integration-by-parts identities (IBPs) [27, 28].

Accordingly, we collect the 50 amplitudes of fig.1 in two sets, AI = {1 : 28, 31, 32, 35 :

37, 39, 41, 45 : 47} and AII = {29, 30, 33, 34, 38, 40, 42, 43, 44, 48, 49, 50}, and address their
computation separately.

– 7 –

T1 T2 T3 T4 26
27

28 29 30
31 32

33

34 35
36

37 38 39

40
41

42 43 44 45

46
47 48 49 50

Figure 2. Four-loop 2-point topologies corresponding to the diagrams in fig.1.

3 Amplitudes and Feynman Integrals

In general, within the EFT approach, since the sources (black lines) are static and do not
propagate, any gravity-amplitude of order G`

N
can be mapped into an (`� 1)-loop 2-point

function with massless internal lines and external momentum p, where p2 ⌘ s 6= 0,

= . (3.1)

Accordingly, the 50 diagrams in fig.1 can be mapped onto the 29 topologies of fig.2, where
the sets T1 = {1, 2, 3, 4, 5, 6}, T2 = {7, 8, 10, 11, 14, 16, 17, 20, 21, 25}, T3 = {9, 12, 13, 22},
T4 = {15, 18, 19, 23, 24}, collect the diagrams that share the same topology. For instance,
the diagrams 1 to 6 of fig.1 correspond to integrals which have the same five denominators
of the graph indicated by T1 in fig.2, but different numerators, due to the different terms
associated to 1,2,3 or 4 � emission or absorption from the massive particle.

The representation of the gravity-amplitudes as 4-loop 2-point integrals yields the pos-
sibility of evaluating the latter by means of by-now standard multi-loop techniques based
on integration-by-parts identities (IBPs) [27, 28].

Accordingly, we collect the 50 amplitudes of fig.1 in two sets, AI = {1 : 28, 31, 32, 35 :

37, 39, 41, 45 : 47} and AII = {29, 30, 33, 34, 38, 40, 42, 43, 44, 48, 49, 50}, and address their
computation separately.

– 7 –

T1 T2 T3 T4 26
27

28 29 30
31 32

33

34 35
36

37 38 39

40
41

42 43 44 45

46
47 48 49 50

Figure 2. Four-loop 2-point topologies corresponding to the diagrams in fig.1.

3 Amplitudes and Feynman Integrals

In general, within the EFT approach, since the sources (black lines) are static and do not
propagate, any gravity-amplitude of order G`

N
can be mapped into an (`� 1)-loop 2-point

function with massless internal lines and external momentum p, where p2 ⌘ s 6= 0,

= . (3.1)

Accordingly, the 50 diagrams in fig.1 can be mapped onto the 29 topologies of fig.2, where
the sets T1 = {1, 2, 3, 4, 5, 6}, T2 = {7, 8, 10, 11, 14, 16, 17, 20, 21, 25}, T3 = {9, 12, 13, 22},
T4 = {15, 18, 19, 23, 24}, collect the diagrams that share the same topology. For instance,
the diagrams 1 to 6 of fig.1 correspond to integrals which have the same five denominators
of the graph indicated by T1 in fig.2, but different numerators, due to the different terms
associated to 1,2,3 or 4 � emission or absorption from the massive particle.

The representation of the gravity-amplitudes as 4-loop 2-point integrals yields the pos-
sibility of evaluating the latter by means of by-now standard multi-loop techniques based
on integration-by-parts identities (IBPs) [27, 28].

Accordingly, we collect the 50 amplitudes of fig.1 in two sets, AI = {1 : 28, 31, 32, 35 :

37, 39, 41, 45 : 47} and AII = {29, 30, 33, 34, 38, 40, 42, 43, 44, 48, 49, 50}, and address their
computation separately.

– 7 –

Four-Loop QFT-like Graphs
29 Topologies @ 4-loop



Dimensionally Regulated Integrals



Graph Topology & Integrals

Contents

1. IBP

Topology ::

e = # legs :: pi, (i = 1, . . . , e);

` = # loops :: qi (i = 1, . . . , `);

n = # denominators :: Di (i = 1, . . . , n);

N = # scalar products (of types qi · pj and qi · qj )

N = `(e� 1) +
`(`+ 1)

2
(1.1)

n = # reducible scalar products (expressed in terms of denominators);

m = # irreducible scalar products = N � n :: Si (i = 1, . . . ,m)

Associated Integrals ::

Z

q1...q`

⌘
Z

ddq1
(2⇡)d

· · · ddq`
(2⇡)d

(1.2)

F [d]
n,m(x,y) ⌘

Z

q1...q`

fn,m(x,y) , fn,m(x,y) =
Sy1
1 · · ·Sym

m

Dx1
1 · · ·Dxn

n
(1.3)

1.1 Integration-by-parts Identities (IBPs)

8(n,m), NIBP = # of IBP relations = `(`+ g � 1)

Z

q1...q`

@

@qµi

⇣
vµ fn,m(x,y)

⌘
= 0 , v = q1, . . . , q`, p1, . . . , pe�1. (1.4)

Relations between integrals associated to the same topology (or subtopologies)

c0 F [d]
n,m(x,y) +

X

i,j

ci,j F [d]
n,m(xi,yj) = 0 , (1.5)

xi = {x1, . . . , xi ± 1, . . . , xn} (1.6)

yj = {y1, . . . , yj ± 1, . . . yn} (1.7)
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c0 F [d]
n,m(x,y) +

X
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xi = {x1, . . . , xi ± 1, . . . , xn} (1.6)

yj = {y1, . . . , yj ± 1, . . . yn} (1.7)

1.2 Master Integrals (MIs)

Independent set of integrals M [d]
i ,

M [d]
i ⌘

Z

q1...q`

mi(x̄, ȳ) , (1.8)

such that

F [d]
n,m(x,y)

IBP
=

X

k

ckM
[d]
k , 8(n,m) (1.9)

They form a basis for the integrals of the corresponding topology.

1.3 Two special cases

Two types of integrals generated from the master interands

• Polynomial insertion:
Z

q1...q`

P (qi · pj , qi · qj) mi(x̄, ȳ) = F [d]
n,m(x,y)

IBP
=

X

i

ci M
[d]
i (1.10)

• External-leg derivatives:

pµi
@

@pµj
M [d]

k =

Z

q1...q`

pµi
@

@pµj
mi(x̄, ȳ) = F [d]

n,m(x,y)
IBP
=

X

i

ci M
[d]
i (1.11)

1.4 Dimensionl Recurrence Relations

P (qi · pj , qi · qj) = G(qi, pj) (1.12)

with G = Gram determinant

G(qi, pj) =

��������

q21 . . . (q1 · pe�1)

...
. . .

...

(pe�1 · q1) . . . p2e�1

��������
(1.13)
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mi(x̄, ȳ) = F [d]

n,m(x,y)
IBP
=

X

i

ci M
[d]
i (1.11)

1.4 Dimensionl Recurrence Relations

P (qi · pj , qi · qj) = G(qi, pj) (1.12)

with G = Gram determinant

G(qi, pj) =

��������

q21 . . . (q1 · pe�1)

...
. . .

...

(pe�1 · q1) . . . p2e�1

��������
(1.13)

– 2 –

1.1 Integration-by-parts Identities (IBPs)

8(n,m), NIBP = # of IBP relations = `(`+ e� 1)

Z

q1...q`

@

@qµi

⇣
vµ fn,m(x,y)

⌘
= 0 , v = q1, . . . , q`, p1, . . . , pe�1. (1.4)

Relations between integrals associated to the same topology (or subtopologies)

c0 F [d]
n,m(x,y) +

X

i,j

ci,j F [d]
n,m(xi,yj) = 0 , (1.5)

xi = {x1, . . . , xi ± 1, . . . , xn} (1.6)

yj = {y1, . . . , yj ± 1, . . . yn} (1.7)

1.2 Master Integrals (MIs)

Independent set of integrals M [d]
i ,

M [d]
i ⌘

Z

q1...q`
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mi(x̄, ȳ) = F [d]

n,m(x,y)
IBP
=

X

i

ci M
[d]
i (1.11)

1.4 Dimensionl Recurrence Relations

P (qi · pj , qi · qj) = G(qi, pj) (1.12)

with G = Gram determinant

G(qi, pj) =

��������

q21 . . . (q1 · pe�1)

...
. . .

...

(pe�1 · q1) . . . p2e�1

��������
(1.13)

– 2 –

1.1 Integration-by-parts Identities (IBPs)

8(n,m), NIBP = # of IBP relations = `(`+ e� 1)

Z

q1...q`

@

@qµi

⇣
vµ fn,m(x,y)

⌘
= 0 , v = q1, . . . , q`, p1, . . . , pe�1. (1.4)

Relations between integrals associated to the same topology (or subtopologies)

c0 F [d]
n,m(x,y) +

X

i,j

ci,j F [d]
n,m(xi,yj) = 0 , (1.5)

xi = {x1, . . . , xi ± 1, . . . , xn} (1.6)

yj = {y1, . . . , yj ± 1, . . . yn} (1.7)

1.2 Master Integrals (MIs)

Independent set of integrals M [d]
i ,

M [d]
i ⌘

Z

q1...q`
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such that

F [d]
n,m(x,y)

IBP
=

X

k

ckM
[d]
k , 8(n,m) (1.9)

They form a basis for the integrals of the corresponding topology.

1.3 Two special cases

Two types of integrals generated from the master interands

• Polynomial insertion:

Z

q1...q`

P (qi · pj , qi · qj) mi(x̄, ȳ) = F [d]
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IBP
=

X

i

ck,i M
[d]
i (1.16)

which can be seen as a Dimensional recurrence relation

In general, n MIs obey a system of Dimensional recurrence relations

M
[d] ⌘

0

BBB@

M [d]
1

...

M [d]
n

1

CCCA
(1.17)

M
[d+2] = C(d) M[d] (1.18)

1.5 Di↵erential Equations

In general, n MIs obey a system of 1st ODE

@zM
[d] = A(d, z) M[d] (1.19)

– 3 –

1.4 Dimensionl Recurrence Relations

P (qi · pj , qi · qj) = G(qi, pj) (1.12)

with G = Gram determinant

G(qi, pj) =

��������

q21 . . . (q1 · pe�1)

...
. . .

...

(pe�1 · q1) . . . p2e�1

��������
(1.13)

Dimension-shifted integrals

G-insertion:

F [d]
n,m(x,y) ⌘

Z

q1...q`

fn,m(x,y) , (1.14)

)
Z

q1...q`

G fn,m(x,y) = ⌦(d, pi) F
[d+2]
n,m (x,y) (1.15)

In the case of Master integrals

M [d+2]
k = ⌦(d, pi)

�1
Z

q1...q`

G mk(x̄, ȳ)
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IBP
=

X

i

ck,i M
[d]
i (1.16)

which can be seen as a Dimensional recurrence relation

In general, n MIs obey a system of Dimensional recurrence relations

M
[d] ⌘

0

BBB@

M [d]
1

...

M [d]
n

1

CCCA
(1.17)

M
[d+2] = C(d) M[d] (1.18)

1.5 Di↵erential Equations

In general, n MIs obey a system of 1st ODE

@zM
[d] = A(d, z) M[d] (1.19)

– 3 –

1.4 Dimensionl Recurrence Relations

P (qi · pj , qi · qj) = G(qi, pj) (1.12)

with G = Gram determinant

G(qi, pj) =

��������

q21 . . . (q1 · pe�1)

...
. . .

...

(pe�1 · q1) . . . p2e�1

��������
(1.13)

Dimension-shifted integrals

G-insertion:

F [d]
n,m(x,y) ⌘

Z

q1...q`

fn,m(x,y) , (1.14)

)
Z

q1...q`

G fn,m(x,y) = ⌦(d, pi) F
[d+2]
n,m (x,y) (1.15)

In the case of Master integrals

M [d+2]
k = ⌦(d, pi)

�1
Z

q1...q`

G mk(x̄, ȳ)
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Differential Equations for MIs
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Ojk(s) = pj,µ ·
N
∑

α=1

∂sα

∂pk,µ

∂M(s)

∂sα
=

N
∑

α=1

(

pj,µ · ∂sα

∂pk,µ

)
∂M(s)

∂sα
. (33)

According to the available number of the kinematic invariants, the r.h.s. of Eq. (32) and the r.h.s.
of Eq. (33) may be equated to form the following system

N
∑

α=1

(

pj,µ · ∂sα

∂pk,µ

)
∂M(s)

∂sα
= pj,µ

∂M(s)

∂pk,µ
, (34)

which can be solved in order to express ∂M(s)
∂sα

in terms of pj,µ
∂M(s)
∂pk,µ

, so the corresponding identity,
can be finally read as a differential equation for M .
Examples of such equations are the following.

• 2-point case.
• Differentiation with respect to a mass

∂

∂m2

{

p p

}

= −
{

p p

}

(35)

where, for simplicity, we assumed there is just one propagator of mass m.
• Differentiation with respect to the squared momentum

p2 ∂

∂p2

{

p p

}

=
1

2
pµ

∂

∂pµ

{

p p

}

(36)

• 3-point case.

P 2 ∂

∂P 2

{ p1

p2

p3

}

=

=

[

A

(

p1,µ
∂

∂p1,µ
+ p2,µ

∂

∂p2,µ

)

+ B

(

p1,µ
∂

∂p2,µ
+ p2,µ

∂

∂p1,µ

)]{ p1

p2

p3

}

,

(37)

with P = p1 + p2 and A, B rational coefficients.

• 4-point case.

P 2 ∂

∂P 2

{ p1

p2

p3

p4

}

=

[

C

(

p1,µ
∂

∂p1,µ
− p3,µ

∂

∂p3,µ

)

+ Dp2,µ
∂

∂p2,µ
+

+ E(p1,µ + p3,µ)

(
∂

∂p3,µ
− ∂

∂p1,µ
+

∂

∂p2,µ

)]{ p1

p2

p3

p4

}

, (38)

Feynman Diagrams & Differential Equations 15

Ojk(s) = pj,µ ·
N
∑

α=1

∂sα

∂pk,µ

∂M(s)

∂sα
=

N
∑

α=1

(

pj,µ · ∂sα

∂pk,µ

)
∂M(s)

∂sα
. (33)

According to the available number of the kinematic invariants, the r.h.s. of Eq. (32) and the r.h.s.
of Eq. (33) may be equated to form the following system

N
∑

α=1

(

pj,µ · ∂sα

∂pk,µ

)
∂M(s)

∂sα
= pj,µ

∂M(s)

∂pk,µ
, (34)

which can be solved in order to express ∂M(s)
∂sα

in terms of pj,µ
∂M(s)
∂pk,µ

, so the corresponding identity,
can be finally read as a differential equation for M .
Examples of such equations are the following.

• 2-point case.
• Differentiation with respect to a mass

∂

∂m2

{

p p

}

= −
{

p p

}

(35)

where, for simplicity, we assumed there is just one propagator of mass m.
• Differentiation with respect to the squared momentum

p2 ∂

∂p2

{

p p

}

=
1

2
pµ

∂

∂pµ

{

p p

}

(36)

• 3-point case.

P 2 ∂

∂P 2

{ p1

p2

p3

}

=

=

[

A

(

p1,µ
∂

∂p1,µ
+ p2,µ

∂

∂p2,µ

)

+ B

(

p1,µ
∂

∂p2,µ
+ p2,µ

∂

∂p1,µ

)]{ p1

p2

p3

}

,

(37)

with P = p1 + p2 and A, B rational coefficients.

• 4-point case.

P 2 ∂

∂P 2

{ p1

p2

p3

p4

}

=

[

C

(

p1,µ
∂

∂p1,µ
− p3,µ

∂

∂p3,µ

)

+ Dp2,µ
∂

∂p2,µ
+

+ E(p1,µ + p3,µ)

(
∂

∂p3,µ
− ∂

∂p1,µ
+

∂

∂p2,µ

)]{ p1

p2

p3

p4

}

, (38)

Feynman Diagrams & Differential Equations 15

Ojk(s) = pj,µ ·
N
∑

α=1

∂sα

∂pk,µ

∂M(s)

∂sα
=

N
∑

α=1

(

pj,µ · ∂sα

∂pk,µ

)
∂M(s)

∂sα
. (33)

According to the available number of the kinematic invariants, the r.h.s. of Eq. (32) and the r.h.s.
of Eq. (33) may be equated to form the following system

N
∑

α=1

(

pj,µ · ∂sα

∂pk,µ

)
∂M(s)

∂sα
= pj,µ

∂M(s)

∂pk,µ
, (34)

which can be solved in order to express ∂M(s)
∂sα

in terms of pj,µ
∂M(s)
∂pk,µ

, so the corresponding identity,
can be finally read as a differential equation for M .
Examples of such equations are the following.

• 2-point case.
• Differentiation with respect to a mass

∂

∂m2

{

p p

}

= −
{

p p

}

(35)

where, for simplicity, we assumed there is just one propagator of mass m.
• Differentiation with respect to the squared momentum

p2 ∂

∂p2

{

p p

}

=
1

2
pµ

∂

∂pµ

{

p p

}

(36)

• 3-point case.

P 2 ∂

∂P 2

{ p1

p2

p3

}

=

=

[

A

(

p1,µ
∂

∂p1,µ
+ p2,µ

∂

∂p2,µ

)

+ B

(

p1,µ
∂

∂p2,µ
+ p2,µ

∂

∂p1,µ

)]{ p1

p2

p3

}

,

(37)

with P = p1 + p2 and A, B rational coefficients.

• 4-point case.

P 2 ∂

∂P 2

{ p1

p2

p3

p4

}

=

[

C

(

p1,µ
∂

∂p1,µ
− p3,µ

∂

∂p3,µ

)

+ Dp2,µ
∂

∂p2,µ
+

+ E(p1,µ + p3,µ)

(
∂

∂p3,µ
− ∂

∂p1,µ
+

∂

∂p2,µ

)]{ p1

p2

p3

p4

}

, (38)

Feynman Diagrams & Differential Equations 15

Ojk(s) = pj,µ ·
N
∑

α=1

∂sα

∂pk,µ

∂M(s)

∂sα
=

N
∑

α=1

(

pj,µ · ∂sα

∂pk,µ

)
∂M(s)

∂sα
. (33)

According to the available number of the kinematic invariants, the r.h.s. of Eq. (32) and the r.h.s.
of Eq. (33) may be equated to form the following system

N
∑

α=1

(

pj,µ · ∂sα

∂pk,µ

)
∂M(s)

∂sα
= pj,µ

∂M(s)

∂pk,µ
, (34)

which can be solved in order to express ∂M(s)
∂sα

in terms of pj,µ
∂M(s)
∂pk,µ

, so the corresponding identity,
can be finally read as a differential equation for M .
Examples of such equations are the following.

• 2-point case.
• Differentiation with respect to a mass

∂

∂m2

{

p p

}

= −
{

p p

}

(35)

where, for simplicity, we assumed there is just one propagator of mass m.
• Differentiation with respect to the squared momentum

p2 ∂

∂p2

{

p p

}

=
1

2
pµ

∂

∂pµ

{

p p

}

(36)

• 3-point case.

P 2 ∂

∂P 2

{ p1

p2

p3

}

=

=

[

A

(

p1,µ
∂

∂p1,µ
+ p2,µ

∂

∂p2,µ

)

+ B

(

p1,µ
∂

∂p2,µ
+ p2,µ

∂

∂p1,µ

)]{ p1

p2

p3

}

,

(37)

with P = p1 + p2 and A, B rational coefficients.

• 4-point case.

P 2 ∂

∂P 2

{ p1

p2

p3

p4

}

=

[

C

(

p1,µ
∂

∂p1,µ
− p3,µ

∂

∂p3,µ

)

+ Dp2,µ
∂

∂p2,µ
+

+ E(p1,µ + p3,µ)

(
∂

∂p3,µ
− ∂

∂p1,µ
+

∂

∂p2,µ

)]{ p1

p2

p3

p4

}

, (38)

Feynman Diagrams & Differential Equations 15

Ojk(s) = pj,µ ·
N
∑

α=1

∂sα

∂pk,µ

∂M(s)

∂sα
=

N
∑

α=1

(

pj,µ · ∂sα

∂pk,µ

)
∂M(s)

∂sα
. (33)

According to the available number of the kinematic invariants, the r.h.s. of Eq. (32) and the r.h.s.
of Eq. (33) may be equated to form the following system

N
∑

α=1

(

pj,µ · ∂sα

∂pk,µ

)
∂M(s)

∂sα
= pj,µ

∂M(s)

∂pk,µ
, (34)

which can be solved in order to express ∂M(s)
∂sα

in terms of pj,µ
∂M(s)
∂pk,µ

, so the corresponding identity,
can be finally read as a differential equation for M .
Examples of such equations are the following.

• 2-point case.
• Differentiation with respect to a mass

∂

∂m2

{

p p

}

= −
{

p p

}

(35)

where, for simplicity, we assumed there is just one propagator of mass m.
• Differentiation with respect to the squared momentum

p2 ∂

∂p2

{

p p

}

=
1

2
pµ

∂

∂pµ

{

p p

}

(36)

• 3-point case.

P 2 ∂

∂P 2

{ p1

p2

p3

}

=

=

[

A

(

p1,µ
∂

∂p1,µ
+ p2,µ

∂

∂p2,µ

)

+ B

(

p1,µ
∂

∂p2,µ
+ p2,µ

∂

∂p1,µ

)]{ p1

p2

p3

}

,

(37)

with P = p1 + p2 and A, B rational coefficients.

• 4-point case.

P 2 ∂

∂P 2

{ p1

p2

p3

p4

}

=

[

C

(

p1,µ
∂

∂p1,µ
− p3,µ

∂

∂p3,µ

)

+ Dp2,µ
∂

∂p2,µ
+

+ E(p1,µ + p3,µ)

(
∂

∂p3,µ
− ∂

∂p1,µ
+

∂

∂p2,µ

)]{ p1

p2

p3

p4

}

, (38)

16 M. Argeri & P. Mastrolia

Q2 ∂

∂Q2

{ p1

p2

p3

p4

}

=

[

F

(

p1,µ
∂

∂p1,µ
− p2,µ

∂

∂p2,µ

)

+ Gp2,µ
∂

∂p2,µ
+

+ H(p2,µ − p1,µ)

(
∂

∂p1,µ
+

∂

∂p2,µ
+

∂

∂p3,µ

)]{ p1

p2

p3

p4

}

, (39)

with P = p1 + p2, Q = p1 − p3 and C, D, E, F, G, H rational coefficients.

Equation (34) holds for any function M(s). In particular, let us assume that M(s) is a master integral.
We can now substitute the expression of M in the r.h.s. of one of the Eqs.(36-39), according to the
case, and perform the direct differentiation of the integrand. It is clear that we obtain a combination
of several integrals, all belonging to the same topology as M . Therefore, we can use the solutions of
the IBP-id’s, LI-id’s and other identities for that topology and express everything in terms of the
MI’s of the considered topology (and its subtopologies). If there is more than one MI, the procedure
can be repeated for all of them as well. In so doing, one obtains a system of linear differential
equations in s for M and for the other MI’s (if any), expressing their s-derivatives in terms of the
MI’s of the considered topology and of its subtopologies.

The system is formed by a set of first-order differential equations (ODE), one for each MI, say
Mj , whose general structure reads like the following,

∂

∂sα
Mj(D, s) =

∑

k

Ak(D, s) Mk(D, s) +
∑

h

Bh(D, s) Nh(D, s) (40)

where α = 1, · · · ,N , is the label of the invariants, and Nk are MI’s of the subtopologies. Note
that the above equations are exact in D, and the coefficients Ak, Bk are rational factors whose
singularities represent the thresholds and the pseudothresholds of the solution.
The system of equations (40) for Mj is not homogeneous, as they may involve MI’s of subtopologies.
It is therefore natural to proceed bottom-up, starting from the equations for the MI’s of the simplest
topologies (i.e. with less denominators), solving those equations and using the results within the
equations for the MI’s of the more complicated topologies with additional propagators, whose non-
homogeneous part can then be considered as known.

4.2. Boundary conditions

The coefficients of the differential equations (40) are in general singular at some kinematic points
(thresholds and pseudothresholds), and correspondingly, the solutions of the equations can show
singular behaviours in those points, while the unknown integral might have not. The boundary
conditions for the differential equations are found by exploiting the known analytical properties of
the MI’s under consideration, imposing the regularity or the finiteness of the solution at the pseudo-
thresholds of the MI. This qualitative information is sufficient for the quantitative determination
of the otherwise arbitrary integration constants, which naturally arise when solving a system of
differential equations.
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with G = Gram determinant
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...
. . .
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(pe�1 · q1) . . . p2e�1

��������
(1.13)

Dimension-shifted integrals

G-insertion:

F [d]
n,m(x,y) ⌘

Z

q1...q`

fn,m(x,y) , (1.14)

)
Z

q1...q`

G fn,m(x,y) = ⌦(d, pi) F
[d+2]
n,m (x,y) (1.15)

In the case of Master integrals

x̄ = (1, . . . , 1) , ȳ = (0, . . . , 0)

M [d+2]
k = ⌦(d, pi)

�1
Z

q1...q`

G mk(x̄, ȳ)
IBP
=

X

i

ck,i M
[d]
i (1.16)

which can be seen as a Dimensional recurrence relation

In general, n MIs obey a system of Dimensional recurrence relations

M
[d] ⌘

0

BBB@

M [d]
1

...

M [d]
n

1

CCCA
(1.17)

M
[d+2] = C(d) M[d] (1.18)

1.5 Di↵erential Equations

In general, n MIs obey a system of 1st ODE

@zM
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Figure 3. The master integrals which appear in the calculation of the amplitudes in the set AII .
The name of the diagrams follow Refs. [37–39].

The set AI contains diagrams with a simpler internal structure, and they have been
computed by using the kite rule [27, 28]
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where the dots stand for squared denominators, and by using the standard identity holding
for 2-point 1-loop graphs,

Z
ddk
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k2a(p� k)2b
=

a

b

=

�
p2
�
d/2�a�b

(4⇡)d/2
�(d/2� a)�(d/2� b)�(a+ b� d/2)

�(a)�(b)�(d� a� b)
, (3.3)

where a and b are generic denominators’ powers. Alternatively, we also performed an IBP-
reduction using the program Reduze [35, 36], identifying 5 master integrals (MIs), namely
M0,1, M1,1, M1,2, M1,3, M1,4 of fig. 3.

The amplitudes AII , instead, have a less trivial internal structure. By means of IBPs,
they have been systematically reduced to linear combinations of 7 MIs, all shown in fig. 3.
In this case, the reduction to MIs has been performed in two ways, by an in-house imple-
mentation of Laporta’s algorithm which is based on Form [40–42], as well as by means of
Reduze.

The 4-loop MIs in fig. 3 can be considered as a complete set of independent integrals,
such that any amplitude of the sets AI and AII can be written as a linear combination
of them. The results of the 4-loop MIs are well-known in d = 4 + " euclidean space-
time dimensions since long [37, 38], while their values around d = 3 + " became available
more recently [39]. In particular, M0,1, M1,1, M1,2, M1,3, M1,4 can be computed in a
straightforward way by means of eq. (3.3), and admit closed analytic expressions, exact in
d, which can be expanded in Laurent series in " around d = 3. On the other side, the series
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7 Master Integrals 

1.4 Dimensionl Recurrence Relations

P (qi · pj , qi · qj) = G(qi, pj) (1.12)

with G = Gram determinant

G(qi, pj) =

��������

q21 . . . (q1 · pe�1)

...
. . .

...

(pe�1 · q1) . . . p2e�1

��������
(1.13)

Dimension-shifted integrals

G-insertion:

F [d]
n,m(x,y) ⌘

Z

q1...q`

fn,m(x,y) , (1.14)

)
Z

q1...q`

G fn,m(x,y) = ⌦(d, pi) F
[d+2]
n,m (x,y) (1.15)

In the case of Master integrals

x̄ = (1, . . . , 1) , ȳ = (0, . . . , 0)

M [d+2]
k = ⌦(d, pi)

�1
Z

q1...q`

G mk(x̄, ȳ)
IBP
=

X

i

ck,i M
[d]
i (1.16)

which can be seen as a Dimensional recurrence relation

In general, n MIs obey a system of Dimensional recurrence relations

M
[d] ⌘
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M [d]
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M [d]
n

1

CCCA
(1.17)
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50 EFT Integrals ==> 29 Topologies ==> 7 MIs

IBP Reduction (i. in-house code + ii. Reduze2)

5 Conclusion

We studied the conservative dynamics of the two-body motion at fourth post-Newtonian
order (4PN), at fifth order in the Newton constant GN , within the effective field theory
(EFT) framework to General Relativity. We determined an essential contribution of the
complete 4PN Lagrangian at O(G5

N
), coming from 50 Feynman diagrams. By exploiting

the analogy between such diagrams in the EFT gravitational theory and 2-point 4-loop
functions in massless gauge theory, we addressed their calculation by means of multi-loop
diagrammatic techniques, based on integration-by-parts identities and difference equations.
We performed the calculation within the dimensional regularization scheme, and the con-
tribution to the Lagrangian of each graph was given as Laurent series in d = 3+ ", being d

the number of dimensions. Although some individual amplitude is divergent in the " ! 0

limit, the sum of the fifty terms is found to be finite at d = 3. Our result may indicate the
presence of additional contributions which were not taken into account in previous studies
that can be found in the literature, which adopted different approaches to the two-body
problem. Further investigation on such discrepancy will be subject of future work.
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A Master integrals

In this appendix, we provide the expressions of the master integrals. They are defined by

M0,1 =

Z

k1...4

1

D1...4D14
, M1,1 =

Z

k1...4

1

D1...4D9D12
,

M1,2 =

Z

k1...4

1

D1...4D10D11
, M1,3 =

Z

k1...4

1

D1...4D8D10
,

M1,4 =

Z

k1...4

1

D1...4D7D13
, M2,2 =

Z

k1...4

1

D1...4D10D15D16
,

M3,6 =

Z

k1...4

1

D1...4D5D6D10D14
,

where ki (i = 1, 2, 3, 4) are the loop momenta and p is the external momentum of the
diagrams depicted in fig. 3. The integral measure is the same as used in sec. 3 and given
by

R
k1...4

=
R
k1

R
k2

R
k3

R
k4

with
R
ki

⌘
R ddki

(2⇡)d
(i = 1, 2, 3, 4). The denominators read

D1...4 = k21 k
2
2 k

2
3 k

2
4, D5 = (k2 � k3)

2, D6 = (k1 � k4)
2,

D7 = (k2 + k3 � k4)
2, D8 = (k1 + k2 + k3 � k4)

2, D9 = (k1 � p)2,
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D10 = (k1 + k2 � p)2, D11 = (k3 + k4 + p)2, D12 = (k2 � k3 � k4 + p)2,

D13 = (k1 � k2 � k3 + p)2, D14 = (k1 + k2 � k3 � k4 � p)2,
D15 = (k1 + k4 � p)2, D16 = (k2 + k3 � p)2.

The following master integrals are known in closed analytical form, exact in d:

M0,1 = (4⇡)�2ds2d�5�(5� 2d)�(d2 � 1)5
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with the Euler � function �(z) =
R1
0 tz�1e�tdt, the Riemann zeta function ⇣n =

P1
k=1

1
kn

,
and s = p2.

The master integrals M2,2 and M3,6 are known numerically [39]. In three dimensions
M2,2 is finite, i.e. M2,2 = O

�
"0
�
, and does not contribute to our amplitudes, since it

always appears multiplied by a positive power of ". The Laurent expansion in " around
d = 3 for M3,6 reads,

M3,6 = s2"�2 [
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The set AI contains diagrams with a simpler internal structure, and they have been
computed by using the kite rule [27, 28]
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where the dots stand for squared denominators, and by using the standard identity holding
for 2-point 1-loop graphs,

Z
ddk
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, (3.3)

where a and b are generic denominators’ powers. Alternatively, we also performed an IBP-
reduction using the program Reduze [35, 36], identifying 5 master integrals (MIs), namely
M0,1, M1,1, M1,2, M1,3, M1,4 of fig. 3.

The amplitudes AII , instead, have a less trivial internal structure. By means of IBPs,
they have been systematically reduced to linear combinations of 7 MIs, all shown in fig. 3.
In this case, the reduction to MIs has been performed in two ways, by an in-house imple-
mentation of Laporta’s algorithm which is based on Form [40–42], as well as by means of
Reduze.

The 4-loop MIs in fig. 3 can be considered as a complete set of independent integrals,
such that any amplitude of the sets AI and AII can be written as a linear combination
of them. The results of the 4-loop MIs are well-known in d = 4 + " euclidean space-
time dimensions since long [37, 38], while their values around d = 3 + " became available
more recently [39]. In particular, M0,1, M1,1, M1,2, M1,3, M1,4 can be computed in a
straightforward way by means of eq. (3.3), and admit closed analytic expressions, exact in
d, which can be expanded in Laurent series in " around d = 3. On the other side, the series
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Figure 3. The master integrals which appear in the calculation of the amplitudes in the set AII .
The name of the diagrams follow Refs. [37–39].

The set AI contains diagrams with a simpler internal structure, and they have been
computed by using the kite rule [27, 28]
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where a and b are generic denominators’ powers. Alternatively, we also performed an IBP-
reduction using the program Reduze [35, 36], identifying 5 master integrals (MIs), namely
M0,1, M1,1, M1,2, M1,3, M1,4 of fig. 3.

The amplitudes AII , instead, have a less trivial internal structure. By means of IBPs,
they have been systematically reduced to linear combinations of 7 MIs, all shown in fig. 3.
In this case, the reduction to MIs has been performed in two ways, by an in-house imple-
mentation of Laporta’s algorithm which is based on Form [40–42], as well as by means of
Reduze.

The 4-loop MIs in fig. 3 can be considered as a complete set of independent integrals,
such that any amplitude of the sets AI and AII can be written as a linear combination
of them. The results of the 4-loop MIs are well-known in d = 4 + " euclidean space-
time dimensions since long [37, 38], while their values around d = 3 + " became available
more recently [39]. In particular, M0,1, M1,1, M1,2, M1,3, M1,4 can be computed in a
straightforward way by means of eq. (3.3), and admit closed analytic expressions, exact in
d, which can be expanded in Laurent series in " around d = 3. On the other side, the series

– 8 –

M0,1

M1,1 M1,2

M1,3 M1,4 M2,2 M3,6

Figure 3. The master integrals which appear in the calculation of the amplitudes in the set AII .
The name of the diagrams follow Refs. [37–39].

The set AI contains diagrams with a simpler internal structure, and they have been
computed by using the kite rule [27, 28]

(4� d)

2
= � , (3.2)

where the dots stand for squared denominators, and by using the standard identity holding
for 2-point 1-loop graphs,

Z
ddk

(2⇡)d
1

k2a(p� k)2b
=

a

b

=

�
p2
�
d/2�a�b

(4⇡)d/2
�(d/2� a)�(d/2� b)�(a+ b� d/2)

�(a)�(b)�(d� a� b)
, (3.3)

where a and b are generic denominators’ powers. Alternatively, we also performed an IBP-
reduction using the program Reduze [35, 36], identifying 5 master integrals (MIs), namely
M0,1, M1,1, M1,2, M1,3, M1,4 of fig. 3.

The amplitudes AII , instead, have a less trivial internal structure. By means of IBPs,
they have been systematically reduced to linear combinations of 7 MIs, all shown in fig. 3.
In this case, the reduction to MIs has been performed in two ways, by an in-house imple-
mentation of Laporta’s algorithm which is based on Form [40–42], as well as by means of
Reduze.

The 4-loop MIs in fig. 3 can be considered as a complete set of independent integrals,
such that any amplitude of the sets AI and AII can be written as a linear combination
of them. The results of the 4-loop MIs are well-known in d = 4 + " euclidean space-
time dimensions since long [37, 38], while their values around d = 3 + " became available
more recently [39]. In particular, M0,1, M1,1, M1,2, M1,3, M1,4 can be computed in a
straightforward way by means of eq. (3.3), and admit closed analytic expressions, exact in
d, which can be expanded in Laurent series in " around d = 3. On the other side, the series

– 8 –

7 Master Integrals 

5 easy MIs

M2,2 drops out in the d --> 3 limit



M0,1

M1,1 M1,2

M1,3 M1,4 M2,2 M3,6

Figure 3. The master integrals which appear in the calculation of the amplitudes in the set AII .
The name of the diagrams follow Refs. [37–39].

The set AI contains diagrams with a simpler internal structure, and they have been
computed by using the kite rule [27, 28]

(4� d)

2
= � , (3.2)

where the dots stand for squared denominators, and by using the standard identity holding
for 2-point 1-loop graphs,

Z
ddk

(2⇡)d
1

k2a(p� k)2b
=

a

b

=

�
p2
�
d/2�a�b

(4⇡)d/2
�(d/2� a)�(d/2� b)�(a+ b� d/2)

�(a)�(b)�(d� a� b)
, (3.3)

where a and b are generic denominators’ powers. Alternatively, we also performed an IBP-
reduction using the program Reduze [35, 36], identifying 5 master integrals (MIs), namely
M0,1, M1,1, M1,2, M1,3, M1,4 of fig. 3.

The amplitudes AII , instead, have a less trivial internal structure. By means of IBPs,
they have been systematically reduced to linear combinations of 7 MIs, all shown in fig. 3.
In this case, the reduction to MIs has been performed in two ways, by an in-house imple-
mentation of Laporta’s algorithm which is based on Form [40–42], as well as by means of
Reduze.

The 4-loop MIs in fig. 3 can be considered as a complete set of independent integrals,
such that any amplitude of the sets AI and AII can be written as a linear combination
of them. The results of the 4-loop MIs are well-known in d = 4 + " euclidean space-
time dimensions since long [37, 38], while their values around d = 3 + " became available
more recently [39]. In particular, M0,1, M1,1, M1,2, M1,3, M1,4 can be computed in a
straightforward way by means of eq. (3.3), and admit closed analytic expressions, exact in
d, which can be expanded in Laurent series in " around d = 3. On the other side, the series

– 8 –

M0,1

M1,1 M1,2

M1,3 M1,4 M2,2 M3,6

Figure 3. The master integrals which appear in the calculation of the amplitudes in the set AII .
The name of the diagrams follow Refs. [37–39].

The set AI contains diagrams with a simpler internal structure, and they have been
computed by using the kite rule [27, 28]

(4� d)

2
= � , (3.2)

where the dots stand for squared denominators, and by using the standard identity holding
for 2-point 1-loop graphs,

Z
ddk

(2⇡)d
1

k2a(p� k)2b
=

a

b

=

�
p2
�
d/2�a�b

(4⇡)d/2
�(d/2� a)�(d/2� b)�(a+ b� d/2)

�(a)�(b)�(d� a� b)
, (3.3)

where a and b are generic denominators’ powers. Alternatively, we also performed an IBP-
reduction using the program Reduze [35, 36], identifying 5 master integrals (MIs), namely
M0,1, M1,1, M1,2, M1,3, M1,4 of fig. 3.

The amplitudes AII , instead, have a less trivial internal structure. By means of IBPs,
they have been systematically reduced to linear combinations of 7 MIs, all shown in fig. 3.
In this case, the reduction to MIs has been performed in two ways, by an in-house imple-
mentation of Laporta’s algorithm which is based on Form [40–42], as well as by means of
Reduze.

The 4-loop MIs in fig. 3 can be considered as a complete set of independent integrals,
such that any amplitude of the sets AI and AII can be written as a linear combination
of them. The results of the 4-loop MIs are well-known in d = 4 + " euclidean space-
time dimensions since long [37, 38], while their values around d = 3 + " became available
more recently [39]. In particular, M0,1, M1,1, M1,2, M1,3, M1,4 can be computed in a
straightforward way by means of eq. (3.3), and admit closed analytic expressions, exact in
d, which can be expanded in Laurent series in " around d = 3. On the other side, the series

– 8 –

7 Master Integrals 

5 easy MIs

M2,2 drops out in the d --> 3 limit

M3,6 non-trivial 



expansions of M2,2 and M3,6 are known only numerically [39]. They were obtained by using
the difference equations method, exploiting the fact that dimensionally regulated Feynman
integrals obey dimensional recurrence relations [29–31, 43, 44]. For instance, owing to IBPs,
M3,6 is solution of the following recursive formula,

1

(4⇡)4
·

�����
d�2

= a1 + a2 + a3 +

+a4 + a5 . (3.4)

with

a1 =
5(d� 3)(d� 4)2(5� d)(5d� 26)(5d� 24)(5d� 22)(5d� 18)

3(d� 6)2(3d� 16)(3d� 14)s4
, (3.5)

a2 = 80(d� 3)3(2d� 7)(5d� 26)(5d� 24)(5d� 22)(5d� 18)(5d� 16)⇥

(14� 5d)(63872� 40162d+ 8403d2 � 585d3)

9(d� 6)2(d� 4)2(3d� 16)2(3d� 14)2(3d� 10)s6
, (3.6)

a3 = 40(d� 3)2(8� 3d)(5d� 26)(5d� 24)(5d� 22)(5d� 18)⇥

(5d� 16)(5d� 14)(7d� 32)

3(d� 6)2(d� 4)2(3d� 16)(3d� 14)s6
, (3.7)

a4 = (d� 3)2(3d� 10)2(3d� 8)2 ⇥

2897664� 2445164d+ 772948d2 � 108475d3 + 5702d4

3(d� 6)2(d� 4)2(3d� 16)(3d� 14)s6
, (3.8)

a5 = 20(d� 3)(2d� 7)(2d� 5)(5d� 26)(5d� 24)⇥

(5d� 22)(5d� 18)(5d� 16)(5d� 14)(5d� 12)⇥

(1972736� 1666418d+ 527297d2 � 74070d3 + 3897d4)

9(d� 6)2(d� 5)(d� 4)3(3d� 16)2(3d� 14)2s7
, (3.9)

which links M3,6 in d � 2 dimensions (on the l.h.s.) to M3,6 in d dimension, and to other
MIs belonging to subtopologies, also defined in d dimensions (on the r.h.s). The MIs
belonging to subtopologies have to be considered as the non-homogeneous term of the
dimensional recurrence relation: they are known terms in a bottom-up approach (where
simpler integrals, with less denominators, are computed first) 4.

The solving strategy of dimensional recurrence equations for Feynman integrals has
been discussed in [31] and implemented in the code SummerTime [39], which provides
numerical values for the coefficients of the Laurent series in the " ! 0 limit, at very high-
accuracy (hundreds of digits).

4 The dimensional recurrence (3.4) implies that M3,6(d = 3+ ") ⌘
P1

k=�2 M3,6(3, k)"
k can be obtained

from the knowledge of the MIs on the r.h.s., Mi,j(d = 5 + ") ⌘
P1

k=�2 Mi,j(5, k)"
k. It is interesting to

notice that in eq. (3.4) the coefficient a1 is proportional to (d� 5). Therefore, by expanding both sides of
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D10 = (k1 + k2 � p)2, D11 = (k3 + k4 + p)2, D12 = (k2 � k3 � k4 + p)2,

D13 = (k1 � k2 � k3 + p)2, D14 = (k1 + k2 � k3 � k4 � p)2,
D15 = (k1 + k4 � p)2, D16 = (k2 + k3 � p)2.

The following master integrals are known in closed analytical form, exact in d:

M0,1 = (4⇡)�2ds2d�5�(5� 2d)�(d2 � 1)5

�
�
5
2d� 5

� (A.1)
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2 � 1
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, (A.4)

M1,2 = (4⇡)�2ds2d�6�(3� d)2�
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with the Euler � function �(z) =
R1
0 tz�1e�tdt, the Riemann zeta function ⇣n =

P1
k=1

1
kn

,
and s = p2.

The master integrals M2,2 and M3,6 are known numerically [39]. In three dimensions
M2,2 is finite, i.e. M2,2 = O

�
"0
�
, and does not contribute to our amplitudes, since it

always appears multiplied by a positive power of ". The Laurent expansion in " around
d = 3 for M3,6 reads,

M3,6 = s2"�2 [
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The analytical coefficients in the " expansion have been obtained from the high precision
numerical result with the PSLQ algorithm [49].

B Results for all the amplitudes
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ü Numerical Reconstruction
ü from SUMMERTIME

In[1]:= nM36 = H
0.00002005074659118034216631402981859119949575742549538723187 ê e^2

- 0.00009840138812460833249783740685543350373855084153798514138 ê e
+ 0.00008751790270929812451430800595930715306389454769730505664
+ 0.00083640896480242565453996588706281367341758130837556548495 * e
+ e^2 * Help@e, 2D

L;

In[2]:= pref = H4 * PiL^H-4 - 2 * eL * Exp@2 * e * EulerGammaD

Out[2]= ‰2 ˝ e H4 pL-2 e-4

In[3]:= npref = N@Series@pref, 8e, 0, 2<D, 50D êê Chop

Out[3]= 0.000040101493182360684332628059637182398991514850990774 -
0.00015670128306685598066304675407368460848558683208520 e +
0.00030616431167705224971803922217880567378514178260532 e2 + OIe3M

In[4]:= nBexp = nM36 ê npref

Out[4]=
0.5000000000000000000000000000000000000000000000000

e2
-

0.500000000000000000000000000000000000000000000000

e
-

3.58876648328794339088189620833849370269526252470 + OIe1M

ü 50 digits
In[5]:= test = N@Coefficient@nBexp, e, 0D, 50D

Out[5]= -3.58876648328794339088189620833849370269526252470

In[6]:= vars = 81, Zeta@2D, Log@2D, Log@2D^2<

Out[6]= :1,
p2

6
, logH2L, log2H2L>

In[7]:= guess = 8test, vars< êê Flatten

Out[7]= :-3.58876648328794339088189620833849370269526252470, 1,
p2

6
, logH2L, log2H2L>

In[8]:= fit = FindIntegerNullVector@guessD

Out[8]= 8-4, -16, 1, 0, 0<

In[9]:= check = Sum@fit@@iDD * guess@@iDD, 8i, 1, Length@guessD<D

Out[9]= 0.µ10-48

In[10]:= res = -1 ê fit@@1DD * Sum@fit@@iDD * guess@@iDD, 8i, 2, Length@guessD<D êê Expand

Out[10]=
p2

24
- 4
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ü Numerical Reconstruction
ü from SUMMERTIME

In[1]:= nM36 = H
0.00002005074659118034216631402981859119949575742549538723187 ê e^2

- 0.00009840138812460833249783740685543350373855084153798514138 ê e
+ 0.00008751790270929812451430800595930715306389454769730505664
+ 0.00083640896480242565453996588706281367341758130837556548495 * e
+ e^2 * Help@e, 2D

L;

In[2]:= pref = H4 * PiL^H-4 - 2 * eL * Exp@2 * e * EulerGammaD

Out[2]= ‰2 ˝ e H4 pL-2 e-4

In[3]:= npref = N@Series@pref, 8e, 0, 2<D, 50D êê Chop

Out[3]= 0.000040101493182360684332628059637182398991514850990774 -
0.00015670128306685598066304675407368460848558683208520 e +
0.00030616431167705224971803922217880567378514178260532 e2 + OIe3M

In[4]:= nBexp = nM36 ê npref

Out[4]=
0.5000000000000000000000000000000000000000000000000

e2
-

0.500000000000000000000000000000000000000000000000

e
-

3.58876648328794339088189620833849370269526252470 + OIe1M

ü 50 digits
In[5]:= test = N@Coefficient@nBexp, e, 0D, 50D

Out[5]= -3.58876648328794339088189620833849370269526252470

In[6]:= vars = 81, Zeta@2D, Log@2D, Log@2D^2<

Out[6]= :1,
p2

6
, logH2L, log2H2L>

In[7]:= guess = 8test, vars< êê Flatten

Out[7]= :-3.58876648328794339088189620833849370269526252470, 1,
p2

6
, logH2L, log2H2L>

In[8]:= fit = FindIntegerNullVector@guessD

Out[8]= 8-4, -16, 1, 0, 0<

In[9]:= check = Sum@fit@@iDD * guess@@iDD, 8i, 1, Length@guessD<D

Out[9]= 0.µ10-48

In[10]:= res = -1 ê fit@@1DD * Sum@fit@@iDD * guess@@iDD, 8i, 2, Length@guessD<D êê Expand

Out[10]=
p2

24
- 4
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(1/2) :: double pole

(-1/2) :: single pole

(?) :: finite term
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Finite term O(1)

:: transcendental constants ::  
:: educated guess ::

:: finite term

ü

ü from SUMMERTIME
In[1]:= nM36 = H

0.00002005074659118034216631402981859119949575742549538723187 ê e^2
- 0.00009840138812460833249783740685543350373855084153798514138 ê e

+ 0.00008751790270929812451430800595930715306389454769730505664
+ 0.00083640896480242565453996588706281367341758130837556548495 * e
+ e^2 * Help@e, 2D

L;

In[2]:= pref = H4 * PiL^H-4 - 2 * eL * Exp@2 * e * EulerGammaD

Out[2]= ‰2 ˝ e H4 pL-2 e-4

In[3]:= npref = N@Series@pref, 8e, 0, 2<D, 50D êê Chop

Out[3]= 0.000040101493182360684332628059637182398991514850990774 -
0.00015670128306685598066304675407368460848558683208520 e +
0.00030616431167705224971803922217880567378514178260532 e2 + OIe3M

In[4]:= nBexp = nM36 ê npref

Out[4]=
0.5000000000000000000000000000000000000000000000000

e2
-

0.500000000000000000000000000000000000000000000000

e
-

3.58876648328794339088189620833849370269526252470 + OIe1M

ü 50 digits
In[5]:= test = N@Coefficient@nBexp, e, 0D, 50D

Out[5]= -3.58876648328794339088189620833849370269526252470

In[6]:= vars = 81, Pi, Log@2D, Zeta@2D, Log@2D^2, Zeta@3D, Log@2D * Zeta@2D, Pi * Zeta@2D<

Out[6]= :1, p, logH2L,
p2

6
, log2H2L, zH3L,

1

6
p2 logH2L,

p3

6
>

In[7]:= guess = 8test, vars< êê Flatten

Out[7]= :-3.58876648328794339088189620833849370269526252470, 1, p, logH2L,
p2

6
, log2H2L, zH3L,

1

6
p2 logH2L,

p3

6
>

In[8]:= fit = FindIntegerNullVector@guessD

Out[8]= 84, 16, 0, 0, -1, 0, 0, 0, 0<

In[9]:= check = Sum@fit@@iDD * guess@@iDD, 8i, 1, Length@guessD<D

Out[9]= 0.µ10-48

ü result
In[10]:= res = -1 ê fit@@1DD * Sum@fit@@iDD * guess@@iDD, 8i, 2, Length@guessD<D êê Expand

Out[10]=
p2

24
- 4



expansions of M2,2 and M3,6 are known only numerically [39]. They were obtained by using
the difference equations method, exploiting the fact that dimensionally regulated Feynman
integrals obey dimensional recurrence relations [29–31, 43, 44]. For instance, owing to IBPs,
M3,6 is solution of the following recursive formula,

1

(4⇡)4
·

�����
d�2

= a1 + a2 + a3 +

+a4 + a5 . (3.4)

with

a1 =
5(d� 3)(d� 4)2(5� d)(5d� 26)(5d� 24)(5d� 22)(5d� 18)

3(d� 6)2(3d� 16)(3d� 14)s4
, (3.5)

a2 = 80(d� 3)3(2d� 7)(5d� 26)(5d� 24)(5d� 22)(5d� 18)(5d� 16)⇥

(14� 5d)(63872� 40162d+ 8403d2 � 585d3)

9(d� 6)2(d� 4)2(3d� 16)2(3d� 14)2(3d� 10)s6
, (3.6)

a3 = 40(d� 3)2(8� 3d)(5d� 26)(5d� 24)(5d� 22)(5d� 18)⇥

(5d� 16)(5d� 14)(7d� 32)

3(d� 6)2(d� 4)2(3d� 16)(3d� 14)s6
, (3.7)

a4 = (d� 3)2(3d� 10)2(3d� 8)2 ⇥

2897664� 2445164d+ 772948d2 � 108475d3 + 5702d4

3(d� 6)2(d� 4)2(3d� 16)(3d� 14)s6
, (3.8)

a5 = 20(d� 3)(2d� 7)(2d� 5)(5d� 26)(5d� 24)⇥

(5d� 22)(5d� 18)(5d� 16)(5d� 14)(5d� 12)⇥

(1972736� 1666418d+ 527297d2 � 74070d3 + 3897d4)

9(d� 6)2(d� 5)(d� 4)3(3d� 16)2(3d� 14)2s7
, (3.9)

which links M3,6 in d � 2 dimensions (on the l.h.s.) to M3,6 in d dimension, and to other
MIs belonging to subtopologies, also defined in d dimensions (on the r.h.s). The MIs
belonging to subtopologies have to be considered as the non-homogeneous term of the
dimensional recurrence relation: they are known terms in a bottom-up approach (where
simpler integrals, with less denominators, are computed first) 4.

The solving strategy of dimensional recurrence equations for Feynman integrals has
been discussed in [31] and implemented in the code SummerTime [39], which provides
numerical values for the coefficients of the Laurent series in the " ! 0 limit, at very high-
accuracy (hundreds of digits).

4 The dimensional recurrence (3.4) implies that M3,6(d = 3+ ") ⌘
P1

k=�2 M3,6(3, k)"
k can be obtained

from the knowledge of the MIs on the r.h.s., Mi,j(d = 5 + ") ⌘
P1

k=�2 Mi,j(5, k)"
k. It is interesting to

notice that in eq. (3.4) the coefficient a1 is proportional to (d� 5). Therefore, by expanding both sides of
the equation in a Laurent series , the Laurent coefficient M3,6(3, k) gets a contribution from M3,6(5, k� 1)

and from the Laurent coefficients of the other MIs at d = 5. In particular, the coefficients of the double
pole M3,6(3,�2) is completely determined by the series expansions of the MIs of the subtopologies only,
because when k = �2, M3,6(d = 5 + ") does not give any contribution.
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Dimensional Recurrence for M3,6

d=3 from d=5

D10 = (k1 + k2 � p)2, D11 = (k3 + k4 + p)2, D12 = (k2 � k3 � k4 + p)2,

D13 = (k1 � k2 � k3 + p)2, D14 = (k1 + k2 � k3 � k4 � p)2,
D15 = (k1 + k4 � p)2, D16 = (k2 + k3 � p)2.

The following master integrals are known in closed analytical form, exact in d:

M0,1 = (4⇡)�2ds2d�5�(5� 2d)�(d2 � 1)5

�
�
5
2d� 5

� (A.1)

d=3+"
= (4⇡)�6�2"s1+2"e2"�E


2⇡2

3"
�

52

9
⇡2

� "

✓
�
962

27
⇡2 +

11

18
⇡4

◆

�"2
✓
15772

81
⇡2

�
143

27
⇡4

�
226

9
⇡2⇣3

◆
+O("3)

�
, (A.2)

M1,1 = (4⇡)�2ds2d�6�
�
4� 3

2d
�
�
�
2� d

2

�
�
�
d

2 � 1
�6

�(d� 2)�(2d� 4)
(A.3)

d=3+"
= �(4⇡)�6�2"s2"e2"�E

⇥
2⇡4 +O("1)

⇤
, (A.4)

M1,2 = (4⇡)�2ds2d�6�(3� d)2�
�
d

2 � 1
�6

�
�
3
2d� 3

�2 (A.5)

d=3+"
= (4⇡)�6�2"s2"e2"�E


4

"2
⇡2

�
24

"
⇡2 +
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3

�
324� 7⇡2

�

�2"
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3

�
648� 21⇡2

� 88⇣3
�
+O("2)

�
, (A.6)

M1,3 = (4⇡)�2ds2d�6�(6� 2d)�(3� d)�
�
2� d

2

�
�
�
d

2 � 1
�6

�(2d� 5)

�
�
5� 3

2d
�
�(d� 2)�

�
3
2d� 3

�
�
�
5
2d� 6

� (A.7)

d=3+"
= (4⇡)�6�2"s2"e2"�E


2

"2
⇡2

�
16

"
⇡2 +
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�
588� 19⇡2

�

�"
2⇡2

3

�
816� 38⇡2

� 107⇣3
�
+O("2)

�
, (A.8)

M1,4 = (4⇡)�2ds2d�6�(6� 2d)�
�
2� d

2

�2
�
�
d

2 � 1
�6

�
�
3
2d� 4

�

�(4� d)�(d� 2)2�
�
5
2d� 6

� (A.9)

d=3+"
= �(4⇡)�6�2"s2"e2"�E


⇡4

"
� ⇡4 (5 + 2 log 2) +O("1)

�
, (A.10)

with the Euler � function �(z) =
R1
0 tz�1e�tdt, the Riemann zeta function ⇣n =

P1
k=1

1
kn

,
and s = p2.

The master integrals M2,2 and M3,6 are known numerically [39]. In three dimensions
M2,2 is finite, i.e. M2,2 = O

�
"0
�
, and does not contribute to our amplitudes, since it

always appears multiplied by a positive power of ". The Laurent expansion in " around
d = 3 for M3,6 reads,

M3,6 = s2"�2 [

– 14 –
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The analytical coefficients in the " expansion have been obtained from the high precision
numerical result with the PSLQ algorithm [49].

B Results for all the amplitudes

In this appendix we collect the contributions to the Lagrangian coming from all the ampli-
tudes of fig. 1:
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The analytical coefficients in the " expansion have been obtained from the high precision
numerical result with the PSLQ algorithm [49].
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Numerical Solution of Dim. Rec. Rel. SUMMERTIME Lee, Mingulov
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The analytical coefficients in the " expansion have been obtained from the high precision
numerical result with the PSLQ algorithm [49].
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Analytic ansatz :: experimental mathematics ::

 

 

confirmed by  
Damour, Jaranowski (analytical)



expansions of M2,2 and M3,6 are known only numerically [39]. They were obtained by using
the difference equations method, exploiting the fact that dimensionally regulated Feynman
integrals obey dimensional recurrence relations [29–31, 43, 44]. For instance, owing to IBPs,
M3,6 is solution of the following recursive formula,

1

(4⇡)4
·

�����
d�2

= a1 + a2 + a3 +

+a4 + a5 . (3.4)

with

a1 =
5(d� 3)(d� 4)2(5� d)(5d� 26)(5d� 24)(5d� 22)(5d� 18)

3(d� 6)2(3d� 16)(3d� 14)s4
, (3.5)

a2 = 80(d� 3)3(2d� 7)(5d� 26)(5d� 24)(5d� 22)(5d� 18)(5d� 16)⇥

(14� 5d)(63872� 40162d+ 8403d2 � 585d3)

9(d� 6)2(d� 4)2(3d� 16)2(3d� 14)2(3d� 10)s6
, (3.6)

a3 = 40(d� 3)2(8� 3d)(5d� 26)(5d� 24)(5d� 22)(5d� 18)⇥

(5d� 16)(5d� 14)(7d� 32)

3(d� 6)2(d� 4)2(3d� 16)(3d� 14)s6
, (3.7)

a4 = (d� 3)2(3d� 10)2(3d� 8)2 ⇥

2897664� 2445164d+ 772948d2 � 108475d3 + 5702d4

3(d� 6)2(d� 4)2(3d� 16)(3d� 14)s6
, (3.8)

a5 = 20(d� 3)(2d� 7)(2d� 5)(5d� 26)(5d� 24)⇥

(5d� 22)(5d� 18)(5d� 16)(5d� 14)(5d� 12)⇥

(1972736� 1666418d+ 527297d2 � 74070d3 + 3897d4)

9(d� 6)2(d� 5)(d� 4)3(3d� 16)2(3d� 14)2s7
, (3.9)

which links M3,6 in d � 2 dimensions (on the l.h.s.) to M3,6 in d dimension, and to other
MIs belonging to subtopologies, also defined in d dimensions (on the r.h.s). The MIs
belonging to subtopologies have to be considered as the non-homogeneous term of the
dimensional recurrence relation: they are known terms in a bottom-up approach (where
simpler integrals, with less denominators, are computed first) 4.

The solving strategy of dimensional recurrence equations for Feynman integrals has
been discussed in [31] and implemented in the code SummerTime [39], which provides
numerical values for the coefficients of the Laurent series in the " ! 0 limit, at very high-
accuracy (hundreds of digits).

4 The dimensional recurrence (3.4) implies that M3,6(d = 3+ ") ⌘
P1

k=�2 M3,6(3, k)"
k can be obtained

from the knowledge of the MIs on the r.h.s., Mi,j(d = 5 + ") ⌘
P1

k=�2 Mi,j(5, k)"
k. It is interesting to

notice that in eq. (3.4) the coefficient a1 is proportional to (d� 5). Therefore, by expanding both sides of
the equation in a Laurent series , the Laurent coefficient M3,6(3, k) gets a contribution from M3,6(5, k� 1)

and from the Laurent coefficients of the other MIs at d = 5. In particular, the coefficients of the double
pole M3,6(3,�2) is completely determined by the series expansions of the MIs of the subtopologies only,
because when k = �2, M3,6(d = 5 + ") does not give any contribution.

– 9 –

expansions of M2,2 and M3,6 are known only numerically [39]. They were obtained by using
the difference equations method, exploiting the fact that dimensionally regulated Feynman
integrals obey dimensional recurrence relations [29–31, 43, 44]. For instance, owing to IBPs,
M3,6 is solution of the following recursive formula,

1

(4⇡)4
·

�����
d�2

= a1 + a2 + a3 +

+a4 + a5 . (3.4)

with

a1 =
5(d� 3)(d� 4)2(5� d)(5d� 26)(5d� 24)(5d� 22)(5d� 18)

3(d� 6)2(3d� 16)(3d� 14)s4
, (3.5)

a2 = 80(d� 3)3(2d� 7)(5d� 26)(5d� 24)(5d� 22)(5d� 18)(5d� 16)⇥

(14� 5d)(63872� 40162d+ 8403d2 � 585d3)

9(d� 6)2(d� 4)2(3d� 16)2(3d� 14)2(3d� 10)s6
, (3.6)

a3 = 40(d� 3)2(8� 3d)(5d� 26)(5d� 24)(5d� 22)(5d� 18)⇥

(5d� 16)(5d� 14)(7d� 32)

3(d� 6)2(d� 4)2(3d� 16)(3d� 14)s6
, (3.7)

a4 = (d� 3)2(3d� 10)2(3d� 8)2 ⇥

2897664� 2445164d+ 772948d2 � 108475d3 + 5702d4

3(d� 6)2(d� 4)2(3d� 16)(3d� 14)s6
, (3.8)

a5 = 20(d� 3)(2d� 7)(2d� 5)(5d� 26)(5d� 24)⇥

(5d� 22)(5d� 18)(5d� 16)(5d� 14)(5d� 12)⇥

(1972736� 1666418d+ 527297d2 � 74070d3 + 3897d4)

9(d� 6)2(d� 5)(d� 4)3(3d� 16)2(3d� 14)2s7
, (3.9)

which links M3,6 in d � 2 dimensions (on the l.h.s.) to M3,6 in d dimension, and to other
MIs belonging to subtopologies, also defined in d dimensions (on the r.h.s). The MIs
belonging to subtopologies have to be considered as the non-homogeneous term of the
dimensional recurrence relation: they are known terms in a bottom-up approach (where
simpler integrals, with less denominators, are computed first) 4.

The solving strategy of dimensional recurrence equations for Feynman integrals has
been discussed in [31] and implemented in the code SummerTime [39], which provides
numerical values for the coefficients of the Laurent series in the " ! 0 limit, at very high-
accuracy (hundreds of digits).

4 The dimensional recurrence (3.4) implies that M3,6(d = 3+ ") ⌘
P1

k=�2 M3,6(3, k)"
k can be obtained

from the knowledge of the MIs on the r.h.s., Mi,j(d = 5 + ") ⌘
P1

k=�2 Mi,j(5, k)"
k. It is interesting to

notice that in eq. (3.4) the coefficient a1 is proportional to (d� 5). Therefore, by expanding both sides of
the equation in a Laurent series , the Laurent coefficient M3,6(3, k) gets a contribution from M3,6(5, k� 1)

and from the Laurent coefficients of the other MIs at d = 5. In particular, the coefficients of the double
pole M3,6(3,�2) is completely determined by the series expansions of the MIs of the subtopologies only,
because when k = �2, M3,6(d = 5 + ") does not give any contribution.

– 9 –

Dimensional Recurrence for M3,6

d=3 from d=5

D10 = (k1 + k2 � p)2, D11 = (k3 + k4 + p)2, D12 = (k2 � k3 � k4 + p)2,

D13 = (k1 � k2 � k3 + p)2, D14 = (k1 + k2 � k3 � k4 � p)2,
D15 = (k1 + k4 � p)2, D16 = (k2 + k3 � p)2.

The following master integrals are known in closed analytical form, exact in d:

M0,1 = (4⇡)�2ds2d�5�(5� 2d)�(d2 � 1)5
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with the Euler � function �(z) =
R1
0 tz�1e�tdt, the Riemann zeta function ⇣n =

P1
k=1

1
kn

,
and s = p2.

The master integrals M2,2 and M3,6 are known numerically [39]. In three dimensions
M2,2 is finite, i.e. M2,2 = O

�
"0
�
, and does not contribute to our amplitudes, since it

always appears multiplied by a positive power of ". The Laurent expansion in " around
d = 3 for M3,6 reads,

M3,6 = s2"�2 [

– 14 –

0.00002005074659118034216631402981859119949575742549538723187/"2

�0.00009840138812460833249783740685543350373855084153798514138/"

+0.00008751790270929812451430800595930715306389454769730505664

+0.00083640896480242565453996588706281367341758130837556548495 "

+O
�
"2
�⇤

(A.11)

= s2"�2(4⇡)�4�2"e2"�E
1

2


1

"2
�

1

"
� 8 +

⇡2

12

�"

✓
18� ⇡2

✓
13

4
� 2 log 2

◆
�

77

3
⇣3

◆
+O

�
"2
��

. (A.12)

The analytical coefficients in the " expansion have been obtained from the high precision
numerical result with the PSLQ algorithm [49].

B Results for all the amplitudes

In this appendix we collect the contributions to the Lagrangian coming from all the ampli-
tudes of fig. 1:
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The analytical coefficients in the " expansion have been obtained from the high precision
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The analytical coefficients in the " expansion have been obtained from the high precision
numerical result with the PSLQ algorithm [49].
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Let us observe that M2,2 is finite in three dimension, and, within the amplitudes’
evaluation, it always appears multiplied by positive powers of ", therefore it drops out of
the final result.

In Appendix A, we provide the list of the results for the MIs of fig.3.

Example. As an illustrative example, we apply our algorithm to diagram 49 of fig. 1. The
corresponding amplitude reads
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and
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(p2 · k23 p4 · k34 + p4 · k23 p2 · k34 � p2 · p4 k23 · k34) , (3.12)

where we define
R
k
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R
ddk
(2⇡)d

and pa ⌘ p� ka, kab ⌘ ka� kb. By means of IBPs, we express
the 2-point amplitude in terms of MIs,

[N49] = c1 + c2 + c3 +

+ c4 + c5 , (3.13)

with

c1 =
(d� 3)2(d� 2)2s2
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(d� 2)2(1096� 1598d+ 870d2 � 210d3 + 19d4)

(d� 4)4(3� d)(3d� 8)
. (3.16)

This result can be expanded around d = 3 + ", using the expressions of the MIs given in
Appendix A,

A49 = �i(8⇡GN )5(m1m2)
32�4(4⇡)�(4+2")e2"�Es(1+2")
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where the �E = 0.57721... is the Euler-Mascheroni constant. Finally, by means of the
Fourier transform formula

Z

p

eip·rp�2a =
�(d/2� a)

(4⇡)d/2�(a)

⇣r
2

⌘(2a�d)
, (3.18)

one obtains the following Lagrangian term,

L49 = �i lim
d!3

Z

p

eip·rA49 = (32� 3⇡2)
G5

N
m3

1m
3
2

r5
. (3.19)

4 Results and discussion

The complete 4PN, O(G5
N
) Lagrangian was already presented in [20],
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where r01, r
0
2 are two UV scales which do not contribute to physical observables, and the

mass symmetrization term will be understood in the following. Such a Lagrangian gets
contributions from the 50 genuine O(G5

N
) diagrams depicted in fig.1, and from diagrams at

lower orders in GN which are at least quadratic in the accelerations:

L
G
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50X
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La +
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. (4.2)

The evaluation of
P50

a=1 La represents the main result of this work, and it amounts to

50X

a=1

La =
3

8

G5
N
m5

1m2

r5
+

31

3

G5
N
m4

1m
2
2

r5
�

16⇡2

3

G5
N
m3

1m
3
2

r5
+

5237

72

G5
N
m3

1m
3
2

r5
. (4.3)

The individual contributions La are presented in Appendix B. We observe that, although
there appear contributions which are divergent in the d ! 3 limit, the sum of all contribu-
tions is finite, hence L does not show up in physical observables.

To obtain the whole expression for the 4PN O(G5
N
) corrections, one would need to add

contributions generated from lower GN terms when using the equations of motion, in order
to eliminate terms quadratic in the accelerations. All such contributions have been com-
puted also in the EFT framework [17], except for L

G
3
N!G

5
N

4PN
. We can nevertheless perform

partial checks between eq.(4.3) and eq.(4.1).

The m5
1m2-term. It can be proven that this term does not receive any contribution from

lower GN terms, and the corresponding coefficient for the two-body Lagrangian eq.(4.3)
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where the �E = 0.57721... is the Euler-Mascheroni constant. Finally, by means of the
Fourier transform formula

Z
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one obtains the following Lagrangian term,
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4 Results and discussion

The complete 4PN, O(G5
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) Lagrangian was already presented in [20],
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where r01, r
0
2 are two UV scales which do not contribute to physical observables, and the

mass symmetrization term will be understood in the following. Such a Lagrangian gets
contributions from the 50 genuine O(G5

N
) diagrams depicted in fig.1, and from diagrams at

lower orders in GN which are at least quadratic in the accelerations:
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The individual contributions La are presented in Appendix B. We observe that, although
there appear contributions which are divergent in the d ! 3 limit, the sum of all contribu-
tions is finite, hence L does not show up in physical observables.

To obtain the whole expression for the 4PN O(G5
N
) corrections, one would need to add

contributions generated from lower GN terms when using the equations of motion, in order
to eliminate terms quadratic in the accelerations. All such contributions have been com-
puted also in the EFT framework [17], except for L

G
3
N!G

5
N

4PN
. We can nevertheless perform

partial checks between eq.(4.3) and eq.(4.1).

The m5
1m2-term. It can be proven that this term does not receive any contribution from

lower GN terms, and the corresponding coefficient for the two-body Lagrangian eq.(4.3)
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The analytical coefficients in the " expansion have been obtained from the high precision
numerical result with the PSLQ algorithm [49].

B Results for all the amplitudes

In this appendix we collect the contributions to the Lagrangian coming from all the ampli-
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where the pole part P ⌘
1
"
� 5 log r

L0
(with L0 defined by L =

p
4⇡e�EL0) cancels exactly

in the sum of all the terms.
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have been employed.
The paper is organized as follows. In sec. 2 we review the EFT formalism applied to

the two-body dynamics in the PN approximation to General Relativity and in sec. 3 we
present the details of the 4PN computation at G5

N
order. We summarize in sec. 4 and

conclude in sec. 5. Appendix A contains the expressions of the master integrals needed for
the computation, while in Appendix B, we give the contribution to the Lagrangian coming
from the individual diagrams.

2 The method

The EFT framework is a well established technique to perform post-Newtonian calculations
in binary dynamics. It was first formulated [11] and subsequently applied to various aspects
of the binary problem (see reviews [10, 13] and references therein).

We summarize here the basic features of this approach, along the lines and notations
of [16, 17], while referring the reader to the literature for a more complete account. The
starting point is the action

S = Sbulk + Spp , (2.1)

with the world-line point particle action representing the binary components

Spp = �

X

i=1,2

mi

Z
d⌧i = �

X

i=1,2

mi

Z q
�gµ⌫(xi)dx

µ

i
dx⌫

i
, (2.2)

as well as the usual Einstein-Hilbert action1 plus a gauge fixing term

Sbulk = 2⇤2
Z

dd+1x
p
�g


R(g)�

1

2
�µ�

µ

�
, (2.3)

which corresponds to the same harmonic gauge adopted in refs. [1, 20], where �µ
⌘ g⇢��µ

⇢�.
Here ⇤�2

⌘ 32⇡GNLd�3, with GN the 3-dimensional Newton constant and L an arbitrary
length scale which keeps the correct dimensions of ⇤ in dimensional regularization, and
always cancels out in the expression of physical observables.
In this framework, a Kaluza-Klein (KK) parametrization of the metric [32, 33] is usually
adopted (a somehow similar parametrization was first applied within the framework of a
PN calculation in [34]):

gµ⌫ = e2�/⇤
 

�1 Aj/⇤

Ai/⇤ e�cd�/⇤�ij �AiAj/⇤2

!
, (2.4)

with, �ij ⌘ �ij + �ij/⇤, cd ⌘ 2 (d�1)
(d�2) and i, j running over the d spatial dimensions. The

field Ai is not actually needed in the present computation, so it will henceforth be set to
zero; we refer to [16] for the general treatment and formulae including Ai.

1 We adopt the “mostly plus” convention ⌘µ⌫ ⌘ diag(�,+,+,+), and the Riemann and Ricci tensors
are defined as Rµ

⌫⇢� = @⇢�
µ
⌫� + �µ

↵⇢�
↵
⌫� � ⇢ $ �, Rµ⌫ ⌘ R↵

µ↵⌫ .
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where the pole part P ≡ 1
"
− 5 log r

L0
(with L0 defined by L =

√
4⇡e�EL0) cancels exactly in

the sum of all the terms.
Diagrams which are symmetric under (1 ↔ 2) exchange, i.e. 3, 5, 22, 23, 24, 32, 33,

41, 42, 43, 49, 50 have been multiplied by 1�2.

C Evaluation of A33 and A50

We describe the evaluation of amplitudes 33 and 50 which, along with amplitude 49 already
discussed in detail in section 3, are the only ones containing ⇡2 terms.

C.1 Amplitude 33

A33 = = − i (8⇡GN)
5
�
(d − 2)

(d − 1)
m1m2�

3

[N33] , (C.1)

with

[N33] ≡ �
k1,k2,k3,k4

N33

k21 k22 k23 k24 k214 p212 p234 p2123
, (C.2)

and

N33 ≡ k3 ⋅ k4 (k2 ⋅ p12 k1 ⋅ p34 + k1 ⋅ k2 p12 ⋅ p34 − k1 ⋅ p12 k2 ⋅ p34)
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The analytical coefficients in the " expansion have been obtained from the high precision
numerical result with the PSLQ algorithm [49].

B Results for all the amplitudes

In this appendix we collect the contributions to the Lagrangian coming from all the ampli-
tudes of fig. 1:
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where the pole part P ⌘
1
"
� 5 log r

L0
(with L0 defined by L =

p
4⇡e�EL0) cancels exactly

in the sum of all the terms.

References

[1] L. Blanchet, Gravitational radiation from post-newtonian sources and inspiralling compact
binaries, Living Reviews in Relativity 5 (2002), no. 3.

[2] T. Futamase and Y. Itoh, The post-Newtonian approximation for relativistic compact
binaries, Living Rev. Rel. 10 (2007) 2.

[3] A. Taracchini, et al., Prototype effective-one-body model for nonprecessing spinning
inspiral-merger-ringdown waveforms, Phys. Rev. D86 (2012) 024011, [arXiv:1202.0790].

[4] P. Schmidt, F. Ohme, and M. Hannam, Towards models of gravitational waveforms from
generic binaries II: Modelling precession effects with a single effective precession parameter,
Phys. Rev. D91 (2015), no. 2 024043, [arXiv:1408.1810].

[5] Virgo, LIGO Scientific Collaboration, B. P. Abbott et al., Observation of Gravitational
Waves from a Binary Black Hole Merger, Phys. Rev. Lett. 116 (2016), no. 6 061102,
[arXiv:1602.03837].

[6] A. H. Mroué, et al., Catalog of 174 binary black hole simulations for gravitational wave
astronomy, Phys. Rev. Lett. 111 (Dec, 2013) 241104.

[7] J. H. Taylor and J. M. Weisberg, A new test of general relativity: Gravitational radiation and
the binary pulsar PS R 1913+16, Astrophys. J. 253 (1982) 908–920.

[8] T. Damour, Gravitational Radiation Reaction In The Binary Pulsar And The Quadrupole
Formula Controversy, Phys. Rev. Lett. 51 (1983) 1019–1021.

[9] C. Cutler et al., The Last three minutes: issues in gravitational wave measurements of
coalescing compact binaries, Phys. Rev. Lett. 70 (1993) 2984–2987, [astro-ph/9208005].

[10] R. A. Porto, The effective field theorist’s approach to gravitational dynamics, Phys. Rept.
633 (2016) 1–104, [arXiv:1601.04914].

[11] W. D. Goldberger and I. Z. Rothstein, An Effective field theory of gravity for extended
objects, Phys. Rev. D73 (2006) 104029, [hep-th/0409156].

[12] W. D. Goldberger, Les Houches lectures on effective field theories and gravitational radiation,
in Les Houches Summer School - Session 86: Particle Physics and Cosmology: The Fabric of
Spacetime Les Houches, France, July 31-August 25, 2006, 2007. hep-ph/0701129.

[13] S. Foffa and R. Sturani, Effective field theory methods to model compact binaries, Class.
Quant. Grav. 31 (2014), no. 4 043001, [arXiv:1309.3474].

[14] I. Z. Rothstein, Progress in effective field theory approach to the binary inspiral problem,
Gen. Rel. Grav. 46 (2014) 1726.

[15] J. B. Gilmore and A. Ross, Effective field theory calculation of second post-Newtonian binary
dynamics, Phys. Rev. D78 (2008) 124021, [arXiv:0810.1328].

[16] S. Foffa and R. Sturani, Effective field theory calculation of conservative binary dynamics at
third post-Newtonian order, Phys. Rev. D84 (2011) 044031, [arXiv:1104.1122].

– 16 –

L50 =
G5

N
m3

1m
3
2

r5

✓
124

9
�

4

3
⇡2

◆
, (B.1)

where the pole part P ⌘
1
"
� 5 log r

L0
(with L0 defined by L =

p
4⇡e�EL0) cancels exactly

in the sum of all the terms.

References

[1] L. Blanchet, Gravitational radiation from post-newtonian sources and inspiralling compact
binaries, Living Reviews in Relativity 5 (2002), no. 3.

[2] T. Futamase and Y. Itoh, The post-Newtonian approximation for relativistic compact
binaries, Living Rev. Rel. 10 (2007) 2.

[3] A. Taracchini, et al., Prototype effective-one-body model for nonprecessing spinning
inspiral-merger-ringdown waveforms, Phys. Rev. D86 (2012) 024011, [arXiv:1202.0790].

[4] P. Schmidt, F. Ohme, and M. Hannam, Towards models of gravitational waveforms from
generic binaries II: Modelling precession effects with a single effective precession parameter,
Phys. Rev. D91 (2015), no. 2 024043, [arXiv:1408.1810].

[5] Virgo, LIGO Scientific Collaboration, B. P. Abbott et al., Observation of Gravitational
Waves from a Binary Black Hole Merger, Phys. Rev. Lett. 116 (2016), no. 6 061102,
[arXiv:1602.03837].

[6] A. H. Mroué, et al., Catalog of 174 binary black hole simulations for gravitational wave
astronomy, Phys. Rev. Lett. 111 (Dec, 2013) 241104.

[7] J. H. Taylor and J. M. Weisberg, A new test of general relativity: Gravitational radiation and
the binary pulsar PS R 1913+16, Astrophys. J. 253 (1982) 908–920.

[8] T. Damour, Gravitational Radiation Reaction In The Binary Pulsar And The Quadrupole
Formula Controversy, Phys. Rev. Lett. 51 (1983) 1019–1021.

[9] C. Cutler et al., The Last three minutes: issues in gravitational wave measurements of
coalescing compact binaries, Phys. Rev. Lett. 70 (1993) 2984–2987, [astro-ph/9208005].

[10] R. A. Porto, The effective field theorist’s approach to gravitational dynamics, Phys. Rept.
633 (2016) 1–104, [arXiv:1601.04914].

[11] W. D. Goldberger and I. Z. Rothstein, An Effective field theory of gravity for extended
objects, Phys. Rev. D73 (2006) 104029, [hep-th/0409156].

[12] W. D. Goldberger, Les Houches lectures on effective field theories and gravitational radiation,
in Les Houches Summer School - Session 86: Particle Physics and Cosmology: The Fabric of
Spacetime Les Houches, France, July 31-August 25, 2006, 2007. hep-ph/0701129.

[13] S. Foffa and R. Sturani, Effective field theory methods to model compact binaries, Class.
Quant. Grav. 31 (2014), no. 4 043001, [arXiv:1309.3474].

[14] I. Z. Rothstein, Progress in effective field theory approach to the binary inspiral problem,
Gen. Rel. Grav. 46 (2014) 1726.

[15] J. B. Gilmore and A. Ross, Effective field theory calculation of second post-Newtonian binary
dynamics, Phys. Rev. D78 (2008) 124021, [arXiv:0810.1328].

[16] S. Foffa and R. Sturani, Effective field theory calculation of conservative binary dynamics at
third post-Newtonian order, Phys. Rev. D84 (2011) 044031, [arXiv:1104.1122].

– 16 –

Individual terms

have been employed.
The paper is organized as follows. In sec. 2 we review the EFT formalism applied to

the two-body dynamics in the PN approximation to General Relativity and in sec. 3 we
present the details of the 4PN computation at G5

N
order. We summarize in sec. 4 and

conclude in sec. 5. Appendix A contains the expressions of the master integrals needed for
the computation, while in Appendix B, we give the contribution to the Lagrangian coming
from the individual diagrams.

2 The method

The EFT framework is a well established technique to perform post-Newtonian calculations
in binary dynamics. It was first formulated [11] and subsequently applied to various aspects
of the binary problem (see reviews [10, 13] and references therein).

We summarize here the basic features of this approach, along the lines and notations
of [16, 17], while referring the reader to the literature for a more complete account. The
starting point is the action

S = Sbulk + Spp , (2.1)

with the world-line point particle action representing the binary components

Spp = �

X

i=1,2

mi

Z
d⌧i = �

X

i=1,2

mi

Z q
�gµ⌫(xi)dx

µ

i
dx⌫

i
, (2.2)

as well as the usual Einstein-Hilbert action1 plus a gauge fixing term

Sbulk = 2⇤2
Z

dd+1x
p
�g


R(g)�

1

2
�µ�

µ

�
, (2.3)

which corresponds to the same harmonic gauge adopted in refs. [1, 20], where �µ
⌘ g⇢��µ

⇢�.
Here ⇤�2

⌘ 32⇡GNLd�3, with GN the 3-dimensional Newton constant and L an arbitrary
length scale which keeps the correct dimensions of ⇤ in dimensional regularization, and
always cancels out in the expression of physical observables.
In this framework, a Kaluza-Klein (KK) parametrization of the metric [32, 33] is usually
adopted (a somehow similar parametrization was first applied within the framework of a
PN calculation in [34]):

gµ⌫ = e2�/⇤
 

�1 Aj/⇤

Ai/⇤ e�cd�/⇤�ij �AiAj/⇤2

!
, (2.4)

with, �ij ⌘ �ij + �ij/⇤, cd ⌘ 2 (d�1)
(d�2) and i, j running over the d spatial dimensions. The

field Ai is not actually needed in the present computation, so it will henceforth be set to
zero; we refer to [16] for the general treatment and formulae including Ai.

1 We adopt the “mostly plus” convention ⌘µ⌫ ⌘ diag(�,+,+,+), and the Riemann and Ricci tensors
are defined as Rµ

⌫⇢� = @⇢�
µ
⌫� + �µ

↵⇢�
↵
⌫� � ⇢ $ �, Rµ⌫ ⌘ R↵

µ↵⌫ .
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where the pole part P ≡ 1
"
− 5 log r

L0
(with L0 defined by L =

√
4⇡e�EL0) cancels exactly in

the sum of all the terms.
Diagrams which are symmetric under (1 ↔ 2) exchange, i.e. 3, 5, 22, 23, 24, 32, 33,

41, 42, 43, 49, 50 have been multiplied by 1�2.

C Evaluation of A33 and A50

We describe the evaluation of amplitudes 33 and 50 which, along with amplitude 49 already
discussed in detail in section 3, are the only ones containing ⇡2 terms.

C.1 Amplitude 33

A33 = = − i (8⇡GN)
5
�
(d − 2)

(d − 1)
m1m2�

3

[N33] , (C.1)

with

[N33] ≡ �
k1,k2,k3,k4

N33

k21 k22 k23 k24 k214 p212 p234 p2123
, (C.2)

and

N33 ≡ k3 ⋅ k4 (k2 ⋅ p12 k1 ⋅ p34 + k1 ⋅ k2 p12 ⋅ p34 − k1 ⋅ p12 k2 ⋅ p34)
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The analytical coefficients in the " expansion have been obtained from the high precision
numerical result with the PSLQ algorithm [49].

B Results for all the amplitudes

In this appendix we collect the contributions to the Lagrangian coming from all the ampli-
tudes of fig. 1:
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where the pole part P ⌘
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� 5 log r

L0
(with L0 defined by L =

p
4⇡e�EL0) cancels exactly

in the sum of all the terms.
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The EFT framework is a well established technique to perform post-Newtonian calculations
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⌘ 32⇡GNLd�3, with GN the 3-dimensional Newton constant and L an arbitrary
length scale which keeps the correct dimensions of ⇤ in dimensional regularization, and
always cancels out in the expression of physical observables.
In this framework, a Kaluza-Klein (KK) parametrization of the metric [32, 33] is usually
adopted (a somehow similar parametrization was first applied within the framework of a
PN calculation in [34]):

gµ⌫ = e2�/⇤
 

�1 Aj/⇤

Ai/⇤ e�cd�/⇤�ij �AiAj/⇤2

!
, (2.4)

with, �ij ⌘ �ij + �ij/⇤, cd ⌘ 2 (d�1)
(d�2) and i, j running over the d spatial dimensions. The

field Ai is not actually needed in the present computation, so it will henceforth be set to
zero; we refer to [16] for the general treatment and formulae including Ai.

1 We adopt the “mostly plus” convention ⌘µ⌫ ⌘ diag(�,+,+,+), and the Riemann and Ricci tensors
are defined as Rµ

⌫⇢� = @⇢�
µ
⌫� + �µ

↵⇢�
↵
⌫� � ⇢ $ �, Rµ⌫ ⌘ R↵

µ↵⌫ .
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where the pole part P ≡ 1
"
− 5 log r

L0
(with L0 defined by L =

√
4⇡e�EL0) cancels exactly in

the sum of all the terms.
Diagrams which are symmetric under (1 ↔ 2) exchange, i.e. 3, 5, 22, 23, 24, 32, 33,

41, 42, 43, 49, 50 have been multiplied by 1�2.

C Evaluation of A33 and A50

We describe the evaluation of amplitudes 33 and 50 which, along with amplitude 49 already
discussed in detail in section 3, are the only ones containing ⇡2 terms.

C.1 Amplitude 33

A33 = = − i (8⇡GN)
5
�
(d − 2)

(d − 1)
m1m2�

3

[N33] , (C.1)

with

[N33] ≡ �
k1,k2,k3,k4

N33

k21 k22 k23 k24 k214 p212 p234 p2123
, (C.2)

and

N33 ≡ k3 ⋅ k4 (k2 ⋅ p12 k1 ⋅ p34 + k1 ⋅ k2 p12 ⋅ p34 − k1 ⋅ p12 k2 ⋅ p34)
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Total contribution

finite @ d=3
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where �E = 0.57721... is the Euler-Mascheroni constant. Finally, by means of the Fourier
transform formula

�
p

eip⋅rp−2a = �(d�2 − a)

(4⇡)d�2�(a) �
r

2
�

(2a−d)
, (3.18)

one obtains the following Lagrangian term,

L49 = −i lim
d→3
�
p

eip⋅rA49 = (32 − 3⇡
2
)
G5

N
m3

1m
3
2

r5
. (3.19)

4 Results and discussion

The complete 4PN, O(G5
N
) Lagrangian was already presented in [20],

L
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3
log
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r′1
� + (m1 ↔m2) , (4.1)

where r′1, r′2 are two UV scales which do not contribute to physical observables. Such a
Lagrangian gets contributions from the 50 genuine O(G5

N
) diagrams depicted in fig.1, and

from diagrams at lower orders in GN which are at least quadratic in the accelerations:

L
G

5
N

4PN
=

50

�

a=1La +
3

�

j=1L
G

j
N→G

5
N

4PN
+ (m1 ↔m2) . (4.2)

The evaluation of ∑50
a=1La represents the main result of this work, and it amounts to

50

�

a=1La =
3

8
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N
m5

1m2

r5
+
31

3

G5
N
m4

1m
2
2

r5
+
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8
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N
m3

1m
3
2

r5
. (4.3)

The individual contributions La are presented in Appendix B. We observe that, al-
though there appear contributions which are divergent in the d → 3 limit, the sum of all
contributions is finite, hence L does not show up in physical observables.

To obtain the whole expression for the 4PN O(G5
N
) corrections, one would need to

add contributions generated from lower GN terms when using the equations of motion, in
order to eliminate terms quadratic at least in the accelerations. All such contributions have
been computed also in the EFT framework [17], except for LG

3
N→G

5
N

4PN
. We can nevertheless

perform partial checks between eq.(4.3) and eq.(4.1).

The m5
1m2-term. It can be proven that this term does not receive any contribution from

lower GN terms5, and the corresponding coefficient for the two-body Lagrangian of eq.(4.3)
5

Contributions to this term from lower GN orders would come from terms of the type G5−n
N m5−n

1 m2a
n
2

with 2 ≤ n ≤ 4. However, diagrams giving rise to such terms would have exactly one propagator attached

to particle 2, hence a2
2 or higher power of a2 can be taken out by integration by parts instead of by using

the doube zero trick. It can be checked explicitly in [17] that G5−n
N m5−n

1 m2a
n
2 terms do not appear in the

Lagrangian for n = 3,4.
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The analytical coefficients in the " expansion have been obtained from the high precision
numerical result with the PSLQ algorithm [49].

B Results for all the amplitudes

In this appendix we collect the contributions to the Lagrangian coming from all the ampli-
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In terms of the metric parametrization (2.4), with Ai = 0, each world-line coupling to
the gravitational degrees of freedom �, �ij reads

Spp = �m

Z
d⌧ = �m

Z
dt e�/⇤

r
1� e�cd�/⇤

⇣
v2 +

�ij
⇤

vivj
⌘
, (2.5)

and its Taylor expansion provides the various particle-gravity vertices of the EFT.
Also the pure gravity sector Sbulk = SEH + SGF can be explicitly written in terms

of the KK variables; we report here only those terms which are needed for the present
calculation2:

Sbulk �

Z
dd+1x

p
��

⇢
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h
(~r�)2 � 2(~r�ij)

2
i
� cd(~r�)2
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. (2.6)
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Figure 1. The diagrams contributing at order G5
N . As in the EFT approach the massive objects

are non-dynamical, the horizontal black lines have to be seen as classical sources, and not as
propagators. Green solid lines stand for � field propagators, blue dashed for � fields.

2It is intended that spatial indices in this expression, including those implicitly meant by terms carrying
a (~r)2, are contracted by means of the spatial metric �ij , which implies the appearance of extra � fields.

– 4 –

In terms of the metric parametrization (2.4), with Ai = 0, each world-line coupling to
the gravitational degrees of freedom �, �ij reads

Spp = �m

Z
d⌧ = �m

Z
dt e�/⇤

r
1� e�cd�/⇤

⇣
v2 +

�ij
⇤

vivj
⌘
, (2.5)

and its Taylor expansion provides the various particle-gravity vertices of the EFT.
Also the pure gravity sector Sbulk = SEH + SGF can be explicitly written in terms

of the KK variables; we report here only those terms which are needed for the present
calculation2:

Sbulk �

Z
dd+1x

p
��

⇢
1

4

h
(~r�)2 � 2(~r�ij)

2
i
� cd(~r�)2

�
1

⇤

⇣�
2
�ij � �ij

⌘⇣
�ik

,l�jl
,k
� �ik

,k�jl
,l + �,i�jk

,k
� �ik,j�

,k

⌘�
. (2.6)

47 48 49
50

41 42

43

44 45 46

35 36 37 38 39

40

29 30 31 32

2221

1 2 43 5 6 7 8 9 10

1211 15 16 17 18 19 20
13 14

2423 25 26

33

27

34

28

Figure 1. The diagrams contributing at order G5
N . As in the EFT approach the massive objects

are non-dynamical, the horizontal black lines have to be seen as classical sources, and not as
propagators. Green solid lines stand for � field propagators, blue dashed for � fields.

2It is intended that spatial indices in this expression, including those implicitly meant by terms carrying
a (~r)2, are contracted by means of the spatial metric �ij , which implies the appearance of extra � fields.

– 4 –

In terms of the metric parametrization (2.4), with Ai = 0, each world-line coupling to
the gravitational degrees of freedom �, �ij reads

Spp = �m

Z
d⌧ = �m

Z
dt e�/⇤

r
1� e�cd�/⇤

⇣
v2 +

�ij
⇤

vivj
⌘
, (2.5)

and its Taylor expansion provides the various particle-gravity vertices of the EFT.
Also the pure gravity sector Sbulk = SEH + SGF can be explicitly written in terms

of the KK variables; we report here only those terms which are needed for the present
calculation2:

Sbulk �

Z
dd+1x

p
��

⇢
1

4

h
(~r�)2 � 2(~r�ij)

2
i
� cd(~r�)2

�
1

⇤

⇣�
2
�ij � �ij

⌘⇣
�ik

,l�jl
,k
� �ik

,k�jl
,l + �,i�jk

,k
� �ik,j�

,k

⌘�
. (2.6)

47 48 49
50

41 42

43

44 45 46

35 36 37 38 39

40

29 30 31 32

2221

1 2 43 5 6 7 8 9 10

1211 15 16 17 18 19 20
13 14

2423 25 26

33

27

34

28

Figure 1. The diagrams contributing at order G5
N . As in the EFT approach the massive objects

are non-dynamical, the horizontal black lines have to be seen as classical sources, and not as
propagators. Green solid lines stand for � field propagators, blue dashed for � fields.

2It is intended that spatial indices in this expression, including those implicitly meant by terms carrying
a (~r)2, are contracted by means of the spatial metric �ij , which implies the appearance of extra � fields.

– 4 –

T1 T2 T3 T4 26
27

28 29 30
31 32

33

34 35
36

37 38 39

40
41

42 43 44 45

46
47 48 49 50

Figure 2. Four-loop 2-point topologies corresponding to the diagrams in fig.1.

3 Amplitudes and Feynman Integrals

In general, within the EFT approach, since the sources (black lines) are static and do not
propagate, any gravity-amplitude of order G`

N
can be mapped into an (`� 1)-loop 2-point

function with massless internal lines and external momentum p, where p2 ⌘ s 6= 0,

= . (3.1)

Accordingly, the 50 diagrams in fig.1 can be mapped onto the 29 topologies of fig.2, where
the sets T1 = {1, 2, 3, 4, 5, 6}, T2 = {7, 8, 10, 11, 14, 16, 17, 20, 21, 25}, T3 = {9, 12, 13, 22},
T4 = {15, 18, 19, 23, 24}, collect the diagrams that share the same topology. For instance,
the diagrams 1 to 6 of fig.1 correspond to integrals which have the same five denominators
of the graph indicated by T1 in fig.2, but different numerators, due to the different terms
associated to 1,2,3 or 4 � emission or absorption from the massive particle.

The representation of the gravity-amplitudes as 4-loop 2-point integrals yields the pos-
sibility of evaluating the latter by means of by-now standard multi-loop techniques based
on integration-by-parts identities (IBPs) [27, 28].

Accordingly, we collect the 50 amplitudes of fig.1 in two sets, AI = {1 : 28, 31, 32, 35 :

37, 39, 41, 45 : 47} and AII = {29, 30, 33, 34, 38, 40, 42, 43, 44, 48, 49, 50}, and address their
computation separately.
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In general, within the EFT approach, since the sources (black lines) are static and do not
propagate, any gravity-amplitude of order G`

N
can be mapped into an (`� 1)-loop 2-point

function with massless internal lines and external momentum p, where p2 ⌘ s 6= 0,

= . (3.1)

Accordingly, the 50 diagrams in fig.1 can be mapped onto the 29 topologies of fig.2, where
the sets T1 = {1, 2, 3, 4, 5, 6}, T2 = {7, 8, 10, 11, 14, 16, 17, 20, 21, 25}, T3 = {9, 12, 13, 22},
T4 = {15, 18, 19, 23, 24}, collect the diagrams that share the same topology. For instance,
the diagrams 1 to 6 of fig.1 correspond to integrals which have the same five denominators
of the graph indicated by T1 in fig.2, but different numerators, due to the different terms
associated to 1,2,3 or 4 � emission or absorption from the massive particle.

The representation of the gravity-amplitudes as 4-loop 2-point integrals yields the pos-
sibility of evaluating the latter by means of by-now standard multi-loop techniques based
on integration-by-parts identities (IBPs) [27, 28].

Accordingly, we collect the 50 amplitudes of fig.1 in two sets, AI = {1 : 28, 31, 32, 35 :

37, 39, 41, 45 : 47} and AII = {29, 30, 33, 34, 38, 40, 42, 43, 44, 48, 49, 50}, and address their
computation separately.
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M0,1

M1,1 M1,2

M1,3 M1,4 M2,2 M3,6

Figure 3. The master integrals which appear in the calculation of the amplitudes in the set AII .
The name of the diagrams follow Refs. [37–39].

The set AI contains diagrams with a simpler internal structure, and they have been
computed by using the kite rule [27, 28]

(4� d)

2
= � , (3.2)

where the dots stand for squared denominators, and by using the standard identity holding
for 2-point 1-loop graphs,

Z
ddk

(2⇡)d
1

k2a(p� k)2b
=

a

b

=

�
p2
�
d/2�a�b

(4⇡)d/2
�(d/2� a)�(d/2� b)�(a+ b� d/2)

�(a)�(b)�(d� a� b)
, (3.3)

where a and b are generic denominators’ powers. Alternatively, we also performed an IBP-
reduction using the program Reduze [35, 36], identifying 5 master integrals (MIs), namely
M0,1, M1,1, M1,2, M1,3, M1,4 of fig. 3.

The amplitudes AII , instead, have a less trivial internal structure. By means of IBPs,
they have been systematically reduced to linear combinations of 7 MIs, all shown in fig. 3.
In this case, the reduction to MIs has been performed in two ways, by an in-house imple-
mentation of Laporta’s algorithm which is based on Form [40–42], as well as by means of
Reduze.

The 4-loop MIs in fig. 3 can be considered as a complete set of independent integrals,
such that any amplitude of the sets AI and AII can be written as a linear combination
of them. The results of the 4-loop MIs are well-known in d = 4 + " euclidean space-
time dimensions since long [37, 38], while their values around d = 3 + " became available
more recently [39]. In particular, M0,1, M1,1, M1,2, M1,3, M1,4 can be computed in a
straightforward way by means of eq. (3.3), and admit closed analytic expressions, exact in
d, which can be expanded in Laurent series in " around d = 3. On the other side, the series
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where the pole part P ≡ 1
"
− 5 log r

L0
(with L0 defined by L =

√
4⇡e�EL0) cancels exactly in

the sum of all the terms.
Diagrams which are symmetric under (1 ↔ 2) exchange, i.e. 3, 5, 22, 23, 24, 32, 33,

41, 42, 43, 49, 50 have been multiplied by 1�2.

C Evaluation of A33 and A50

We describe the evaluation of amplitudes 33 and 50 which, along with amplitude 49 already
discussed in detail in section 3, are the only ones containing ⇡2 terms.

C.1 Amplitude 33

A33 = = − i (8⇡GN)
5
�
(d − 2)

(d − 1)
m1m2�

3

[N33] , (C.1)

with

[N33] ≡ �
k1,k2,k3,k4

N33

k21 k22 k23 k24 k214 p212 p234 p2123
, (C.2)

and

N33 ≡ k3 ⋅ k4 (k2 ⋅ p12 k1 ⋅ p34 + k1 ⋅ k2 p12 ⋅ p34 − k1 ⋅ p12 k2 ⋅ p34)
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where �E = 0.57721... is the Euler-Mascheroni constant. Finally, by means of the Fourier
transform formula

�
p

eip⋅rp−2a = �(d�2 − a)

(4⇡)d�2�(a) �
r

2
�

(2a−d)
, (3.18)

one obtains the following Lagrangian term,

L49 = −i lim
d→3
�
p

eip⋅rA49 = (32 − 3⇡
2
)
G5

N
m3

1m
3
2

r5
. (3.19)

4 Results and discussion

The complete 4PN, O(G5
N
) Lagrangian was already presented in [20],

L
G

5
N

4PN
=

3

8

G5
N
m5

1m2

r5
+
G5

N
m4

1m
2
2

r5
�
1690841

25200
+
105

32
⇡2
−
242

3
log

r

r′1
− 16 log

r

r′2
�

+
G5

N
m3

1m
3
2

r5
�
587963

5600
−
71

32
⇡2
−
110

3
log

r

r′1
� + (m1 ↔m2) , (4.1)

where r′1, r′2 are two UV scales which do not contribute to physical observables. Such a
Lagrangian gets contributions from the 50 genuine O(G5

N
) diagrams depicted in fig.1, and

from diagrams at lower orders in GN which are at least quadratic in the accelerations:

L
G

5
N

4PN
=

50

�

a=1La +
3

�

j=1L
G

j
N→G

5
N

4PN
+ (m1 ↔m2) . (4.2)

The evaluation of ∑50
a=1La represents the main result of this work, and it amounts to

50

�

a=1La =
3

8

G5
N
m5

1m2

r5
+
31

3

G5
N
m4

1m
2
2

r5
+
141

8

G5
N
m3

1m
3
2

r5
. (4.3)

The individual contributions La are presented in Appendix B. We observe that, al-
though there appear contributions which are divergent in the d → 3 limit, the sum of all
contributions is finite, hence L does not show up in physical observables.

To obtain the whole expression for the 4PN O(G5
N
) corrections, one would need to

add contributions generated from lower GN terms when using the equations of motion, in
order to eliminate terms quadratic at least in the accelerations. All such contributions have
been computed also in the EFT framework [17], except for LG

3
N→G

5
N

4PN
. We can nevertheless

perform partial checks between eq.(4.3) and eq.(4.1).

The m5
1m2-term. It can be proven that this term does not receive any contribution from

lower GN terms5, and the corresponding coefficient for the two-body Lagrangian of eq.(4.3)
5

Contributions to this term from lower GN orders would come from terms of the type G5−n
N m5−n

1 m2a
n
2

with 2 ≤ n ≤ 4. However, diagrams giving rise to such terms would have exactly one propagator attached

to particle 2, hence a2
2 or higher power of a2 can be taken out by integration by parts instead of by using

the doube zero trick. It can be checked explicitly in [17] that G5−n
N m5−n

1 m2a
n
2 terms do not appear in the

Lagrangian for n = 3,4.

– 11 –

Foffa, Sturani, Sturm, & P.M. 

Damour, Jaranowski



(Impact on) The 4PN O(G^5) Lagrangian
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and its Taylor expansion provides the various particle-gravity vertices of the EFT.
Also the pure gravity sector Sbulk = SEH + SGF can be explicitly written in terms

of the KK variables; we report here only those terms which are needed for the present
calculation2:
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Figure 1. The diagrams contributing at order G5
N . As in the EFT approach the massive objects

are non-dynamical, the horizontal black lines have to be seen as classical sources, and not as
propagators. Green solid lines stand for � field propagators, blue dashed for � fields.

2It is intended that spatial indices in this expression, including those implicitly meant by terms carrying
a (~r)2, are contracted by means of the spatial metric �ij , which implies the appearance of extra � fields.
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where �E = 0.57721... is the Euler-Mascheroni constant. Finally, by means of the Fourier
transform formula
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one obtains the following Lagrangian term,
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where r′1, r′2 are two UV scales which do not contribute to physical observables. Such a
Lagrangian gets contributions from the 50 genuine O(G5
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The individual contributions La are presented in Appendix B. We observe that, al-
though there appear contributions which are divergent in the d → 3 limit, the sum of all
contributions is finite, hence L does not show up in physical observables.

To obtain the whole expression for the 4PN O(G5
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) corrections, one would need to

add contributions generated from lower GN terms when using the equations of motion, in
order to eliminate terms quadratic at least in the accelerations. All such contributions have
been computed also in the EFT framework [17], except for LG
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with 2 ≤ n ≤ 4. However, diagrams giving rise to such terms would have exactly one propagator attached

to particle 2, hence a2
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the doube zero trick. It can be checked explicitly in [17] that G5−n
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Vacuum Diagrams for Newton Potential
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Amplitudes @ 5PN - O(G^6)

Digram generation: from our 4PN O(Gˆ5) diagram + 1 Phi  >      <  insertion

Amplitudes @ 5 loop: ALL give factorisable potential

In terms of the metric parametrization (2.4), with Ai = 0, each world-line coupling to
the gravitational degrees of freedom �, �ij reads

Spp = −m� d⌧ = −m� dt e��⇤
�

1 − e−cd��⇤ �v2 + �ij
⇤

vivj� , (2.5)

and its Taylor expansion provides the various particle-gravity vertices of the EFT.
Also the pure gravity sector Sbulk = SEH + SGF can be explicitly written in terms

of the KK variables; we report here only those terms which are needed for the present
calculation2:
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Figure 1. The diagrams contributing at order G5
N . As in the EFT approach the massive objects

are non-dynamical, the horizontal black lines have to be seen as classical sources, and not as
propagators. Green solid lines stand for � field propagators, blue dashed lines for � fields.

2
It is understood that spatial indices in this expression, including those implicit in terms carrying a(�∇)2, are contracted by means of the spatial metric �ij , which implies the appearance of extra � fields, e.g.(�∇�)2 ≡ �ab�cd�ij�ab,i�cd,j and �ij = (�−1)ij (and on the second line �ij = �ij , � = �ij�ij).
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It is understood that spatial indices in this expression, including those implicit in terms carrying a(�∇)2, are contracted by means of the spatial metric �ij , which implies the appearance of extra � fields, e.g.(�∇�)2 ≡ �ab�cd�ij�ab,i�cd,j and �ij = (�−1)ij (and on the second line �ij = �ij , � = �ij�ij).
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AMPLITUDES POTENTIAL

6L-Vacuum (factorised) 

In terms of the metric parametrization (2.4), with Ai = 0, each world-line coupling to
the gravitational degrees of freedom �, �ij reads

Spp = −m� d⌧ = −m� dt e��⇤
�

1 − e−cd��⇤ �v2 + �ij
⇤

vivj� , (2.5)

and its Taylor expansion provides the various particle-gravity vertices of the EFT.
Also the pure gravity sector Sbulk = SEH + SGF can be explicitly written in terms

of the KK variables; we report here only those terms which are needed for the present
calculation2:

Sbulk ⊃ � dd+1x√� �1
4
�(�∇�)2 − 2(�∇�ij)

2
� − cd(�∇�)

2

−
1

⇤
�
�

2
�ij − �ij

���ik
,l�jl

,k
− �ik

,k�jl
,l
+ �,i�jk

,k
− �ik,j�

,k
�� . (2.6)
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 Newton^6 = 
1PN x Newton^4

2PN x Newton^3

4PN x Newton

A calculation in the spirit o
f Amplitudes

 

 

Simple operation: pinc
hing 

 

Recycling lower loo
p res

ults  

Minimizing the number of integrations: none
  

Foffa, Sturani, Sturm,  
Torres-Bobadilla & P.M. 
(coming soon) 



Summary ...
 Multi-Loop Diagrammatic Techniques

Powerful tools for General Relativity

Application 1 :: Coalescent Binaries Dynamics @ 4PN-O(G^5)

IBPs + Difference & Differential Equations 

Basic idea @ Amplitudes :: EFT-GR Diagrams ~ 2-point QFT Diagrams

4-loop EFT-GR Diagrams mapped into 4-loop QFT Problem

... and Outlook

 

 

GR & GW-physics EFT vs HEP & Amplitudes 

Unitarity-based methods, Multi-loop Integrals and Integrands decomposition,  
Amplitudes-inspired dualities, BCJ/Double-copy

How about more-legs (diagrams with radiation) ? 

IBPs for Fourier Transform Integrals

Application 2 :: Coalescent Binaries Dynamics @ 5PN-O(G^6)
Basic idea @ Potential :: EFT-GR Diagrams ~ Vacuum Diagrams + factorisation

 

5-loop EFT-GR Diagrams mapped into 5-loop factorised Vacuum Diagrams

Post-Minkowskian approximation: v-expansion vs complete-v dependence
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Status of PN Corrections

0PN Newton 1687

1PN Einstein-Infeld-Hoffman 1938

2PN Damour, Deruelle ’81-'83
Damour, Schaefer ’85

3PN
Damour, Jaranowski, Schaefer 
Blanchet, Faye
De Andrade, Esposito-Farese, Itho, Futamase

4PN

Blanchet, Damour '88
Foffa, Sturani

Le Tiec, Blanchet, Whiting
Jaranowski, Schaefer

Jaranowski, Schaefer

Damour, Jaranowski, Schaefer
Bernard, Blanchet, Bohe, Faye, Marsat
Foffa, Sturani, Sturm, & PM
Damour, Jaranowski

no spin spin

LO Barker, O’Connel '75

NLO
Porto, Rothstein
Buonanno, Faye, Blanchet

Porto

Damour, Jaranowski, Schaefer
Steinhoff, Hergt, Schaefer

NNLO Levi
Steinhoff



Binary coalescence: a tale made of three stories

Inspiral phase
post-Newtonian
approximation: v/c

Merger: fully
non-perturbative: Nu-
merical Relativity

Ring-down:
Perturbed
Kerr Black Hole

Spin can induce precession and change the

amplitude (and phase) of the waveform due

to cos(✓LN) factors in h+,⇥

Riccardo Sturani (IFT-UNESP/ICTP-SAIFR) GW Detection Pedra Azul - Sept 29 18 / 44

Modeling the inspiral

Inspiral h = A cos(�(t)) Ȧ
A ⌧ �̇

Virial relation:

v ⌘ (GNM⇡fGW )1/3 ⌫ =
m1m2

(m1 + m2)2

E (v) = �1

2
⌫Mv2

�
1 + #(⌫)v2 + #(⌫)v4 + . . .

�

P(v) ⌘ �dE

dt
=

32

5GN
v10

�
1 + #(⌫)v2 + #(⌫)v3 + . . .

�

E(v)(P(v)) known up to 3(3.5)PN

1

2⇡
�(T ) =

1

2⇡

Z T

!(t)dt = �
Z v(T ) !(v)dE/dv

P(v)
dv

⇠
Z �

1 + #(⌫)v2 + . . . + #(⌫)v6 + . . .
� dv

v6

Post-Newtonian Coe�cients
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Was it necessary to build a detector? The Hulse-Taylor
binary pulsar

GW’s first observed in the NS-NS binary system PSR B1913+16
Observation of orbital parameters (ap sin ◆, e, P , ✓̇, �, Ṗ)

determination of mp, mc (1PN physics, GR)

Energy dissipation in GW’s ! Ṗ(GR)(mp,mc ,P , e) vs. Ṗ(obs)

1

2⇡
� =

Z T

0

1

P(t)
dt ' T

P0
� Ṗ0

P2
0

T 2

2

Test of the 1PN conservative

E (v) = �1

2
⌫Mv2

�
1 + #(⌫)v2 + #(⌫)v4 + . . .

�

leading order dissipative dynamics

F (v) ⌘ �dE

dt
=

32

5GN
v10

�
1 + #(⌫)v2 + #(⌫)v3 + . . .

�
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Weisberg and Taylor (2004)

ṖGR�Ṗexp

Ṗ
⇠ 10�3

10 pulsars in NS-NS, still ⇠ 100Myr for coalescence
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