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  Charm  CPV	

	


[In  practice:  CPV,  mixing  and  related]	




Charm:  unique,  complementary  but  difficult	
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bosonmass.Aperturbativecalculationofc!uFCNC
processesyieldasuppressionfactor(m2

b�m2
d)/m2

W,whereas
FCNCinBandKdecaysarerelativelystrongduetothe
factor(m2

t�m2
u)/m2

W;thustheheavytopquarkweak-
enedtheGIMmechanism.However,duetothefactthatin
DdecaysnoparticularsuppressionhappensduetoCKM
factors,thereareingenerallargelongdistancecontribu-
tions,makingananalysisoftheshort-distancestructure
di�cult.Asanexample,theshortdistancecontribution
toD0�D̄0oscillationisverysmall,whichisbyfarex-
ceededbylongdistancecontributions,whicharehardto
compute.

Consequently,long-distancedynamics,likefinalstate
interactions(FSI),playanimportantrole,sincetheyare
ingeneralmuchlargerincharmmesondecaysthanfor
B(s)decays.Inmanycasestheyexceedtheshort-distance
contributionsevenbyafeworderofmagnitudes.Com-
paredtoBdecaysthereisasmallerenergyreleaseinD(s)

decays,resultinginproductionofslowerdaughterparti-
cles,whichthusaremorelikelytoinfluenceeachother
beforetheyleaveinteractionregion.Anyprecisionelec-
troweakpredictionsrequirethentheoreticalimprovement
incalculatinglong-distanceQCDe↵ectstoremovesub-
stantialhadronicuncertainties.StrategiesforNPsearches
andinterpretationofmeasurementshighlydependonquan-
titativeinformationonhadronice↵ects.Suche↵ectsare
nonperturbativeandtheirtheoreticalcalculationsarestill
challengingforanyapproach/method.Ascharmquarklies
inbetweenthelightflavours(mu,d,s⇤QCD)described
bychiralperturbationtheory(ChPT)andheavyquarks
(mb�⇤QCD)treatedbyheavy-quarke↵ectivetheory
(HQET),charmdecayscanbringnewinsightintononper-
turbativeQCD.Sinceheavy-quarkmassexpansiondoes
notworkaswellforcharmdecays,thuscomputationof
hadronice↵ectsismoredi�cultthanforcorresponding
Bdecays.Despiteofthis,charmdecayscanstillhelpto
establishtheoreticaltoolsandallowtheircalibrationfor
calculationsinevitableforB(s)decays.

0.1.1.1Quarkdiagramsforweakdecaysofcharmmesons

Quarkdiagramsunderlyinghadronic,semileptonicand
leptonicdecaysofcharmmesonsareshowninFig.1.
Takingintoaccounttopologyofthesequarkgraphs,they
areeithersimpletree-leveldiagrams(Fig.1(a-d,g,h))or
penguindiagrams(Fig.1(e,f))representinghigher-order,
loop-levelprocesses.

Tree-levelhadronicdecays(Fig.1(a-c))andsemilep-
tonicones(Fig.1(f))proceedthroughc!W+scur-
rentandthushaveamplitudesgovernedbytheCKM
matrixelement|Vcs|'0.97.ThesedecaysareCabibbo-
favored(CF)processes,whilethecorrespondingCabibbo-
suppressed(CS)decaysproceedviac!W+dandinvolve
|Vcd|'0.22.UnlessW+materializesintoeitherl+⌫llep-
tons(Fig.1(g,h))orud̄pair(Fig.1(a,b,d))inducingthe
CKMfactorof|Vud|,Cabibbosuppressionmayarisefrom
thelight-quarkus̄vertexinvolving|Vus|.ThustheCF
modesatthetreelevelproceedthroughc!sd̄u,singly
Cabibbo-suppressed(SCS)onesthrougheitherc!dd̄u

Fig.1.Quarkdiagramsforcharmmesondecays:hadronic
(a-f),semileptonic(g),leptonic(h).Diagramsunderlying
hadronicdecays:externalWemission(a),internalWemis-
sion(b),Wexchange(c),Wannihilation(d),W-looppenguin
(e)andW-looppenguinannihilation(f).

orc!ss̄u,whiledoublyCabibbo-suppressed(DCS)
modesviac!dd̄s.

Figures1(a,b,e,g)representspectatordecays,inwhich
alightconstituentantiquarkdoesnotparticipateinthe
weakinteraction,contrarytonon-spectatordecaysshown
inFig.1(c,d,f,h).

Decaysofgroundcharmedmesonstofinalstatesin-
volvingleptons(Fig.1(g,h))arethesimplestandtheclean-
estchannelsand,assuch,enabletestsoftheSMpredic-
tionsortheLQCDcalculationsinthecharmsector.

SemileptonicD(s)!Xl+⌫ldecays(seeSection0.1.5),
comprisesignificantfractionsofD(s)totalwidths;upto
aboutfor6%D0,16%forD+and6%forD+

smesons.
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decays, resulting in production of slower daughter parti-
cles, which thus are more likely to influence each other
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troweak predictions require then theoretical improvement
in calculating long-distance QCD e↵ects to remove sub-
stantial hadronic uncertainties. Strategies for NP searches
and interpretation of measurements highly depend on quan-
titative information on hadronic e↵ects. Such e↵ects are
nonperturbative and their theoretical calculations are still
challenging for any approach/method. As charm quark lies
inbetween the light flavours (mu,d,s  ⇤QCD) described
by chiral perturbation theory (ChPT) and heavy quarks
(mb � ⇤QCD) treated by heavy-quark e↵ective theory
(HQET), charm decays can bring new insight into nonper-
turbative QCD. Since heavy-quark mass expansion does
not work as well for charm decays, thus computation of
hadronic e↵ects is more di�cult than for corresponding
B decays. Despite of this, charm decays can still help to
establish theoretical tools and allow their calibration for
calculations inevitable for B(s) decays.

0.1.1.1 Quark diagrams for weak decays of charm mesons

Quark diagrams underlying hadronic, semileptonic and
leptonic decays of charm mesons are shown in Fig. 1.
Taking into account topology of these quark graphs, they
are either simple tree-level diagrams (Fig. 1(a-d,g,h)) or
penguin diagrams (Fig. 1(e,f)) representing higher-order,
loop-level processes.

Tree-level hadronic decays (Fig. 1(a-c)) and semilep-
tonic ones (Fig. 1(f)) proceed through c ! W+s cur-
rent and thus have amplitudes governed by the CKM
matrix element |Vcs| ' 0.97. These decays are Cabibbo-
favored (CF ) processes, while the corresponding Cabibbo-
suppressed (CS) decays proceed via c ! W+d and involve
|Vcd| ' 0.22. Unless W+ materializes into either l+⌫l lep-
tons (Fig. 1(g,h)) or ud̄ pair (Fig. 1(a,b,d)) inducing the
CKM factor of |Vud|, Cabibbo suppression may arise from
the light-quark us̄ vertex involving |Vus|. Thus the CF
modes at the tree level proceed through c ! sd̄u, singly
Cabibbo-suppressed (SCS) ones through either c ! dd̄u

Fig. 1. Quark diagrams for charm meson decays: hadronic
(a-f), semileptonic (g), leptonic (h). Diagrams underlying
hadronic decays: external W emission (a), internal W emis-
sion (b), W exchange (c), W annihilation (d), W -loop penguin
(e) and W -loop penguin annihilation (f).

or c ! ss̄u, while doubly Cabibbo-suppressed (DCS)
modes via c ! dd̄s.

Figures 1(a,b,e,g) represent spectator decays, in which
a light constituent antiquark does not participate in the
weak interaction, contrary to non-spectator decays shown
in Fig. 1(c,d,f,h).

Decays of ground charmed mesons to final states in-
volving leptons (Fig. 1(g,h)) are the simplest and the clean-
est channels and, as such, enable tests of the SM predic-
tions or the LQCD calculations in the charm sector.

SemileptonicD(s) ! Xl+⌫l decays (see Section 0.1.5),
comprise significant fractions of D(s) total widths; up to
about for 6% D0, 16% for D+ and 6% for D+

s mesons.
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d, s, b 

 _  _   _ 
d, s, b 

- 
•  b  loop  ~VubVcb(mb/mW)2	


•  s  &  d:  GIM  suppressed,              	

                  cancel  in  U-­‐‑spin  limit  	


•  Unique  access  to  up-­‐‑type  quarks  	

          (flavour  physics  with  top  quark  limited)	

•  d,  s,  b  quarks  in  loops:  different  NP  particles/couplings?  	

        ð  complementary  to  strange  and  beauty	

	


•  Loops  very  suppressed  in  charm  	

        ð  CPV,  mixing,  rare  decays  suppressed  in  SM	


                                                                                                                        _	

            Needed  for  CPV                      D0-­‐‑D0  mixing  @  short  distance	

	


•  Large  non-­‐‑perturbative  corrections  (~1/mc) ð difficult  to  calculate	

	




Theoretical  reality,  in  short	


•  Openness  of  charm  Unitarity  Triangle  ð  CPV  expected  in  SM	

	


	

•  Direct  CPV  (in  decays)	

•  O(10-­‐‑3)  in  SCS  decays  w/  penguin  contribution  	

•  O(10-­‐‑2)  wherever  penguin  increased:  D0→KSKS

  ,K*0K*0,  ργ,  ϕγ	

•  Indirect  CPV  (mixing  related)  ~O(10-­‐‑4)  	
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                                             V*
ud Vcd~λ 

               
                                       V*

usVcs~λ 
D0:  βc~0.03°	

	


Bd:  β~22°	

Bs:  βs~1°	


βc	




•  D0-­‐‑D0  mixing  	

•  established  	

No-­‐‑mixing  hypothesis  excluded  by  >11σ  	

•  x  still  not  significant	


	


•  CPV	

•  not  observed  yet	

•  becoming  sensitive  to  SM  	

•  indirect  CPV  precision:  O(10-­‐‑4)  	

•  direct  CPV  precision:  down  to  O(10-­‐‑3)  	


•  Rare  decays	

•  looking  for  signals,  precision  down  to  O(10-­‐‑8)  	

•  not  there  yet  to  go  beyond  (asymmetries,  LFU,  polarisations)	


	


Experimental  reality,  in  short	
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Mixing  frequencies	

	

	

	

	

Indirect  CPV  parameters	

	

	

	

	

    CPV  if  |q/p|≠1  or  φ≠0	


x = 0.32± 0.14( )%

y = 0.69−0.07
+0.06( )%

q p = 0.89−0.07
+0.08

φ = arg(q p) = −13−9
+10 deg



This  year  news	


•  WS/RS  D0→Kπ    time  evolution  	

            Run1+Run2,  prompt  charm  from  pp→D*±X	


•  AΓ  from  D0→K+K-­‐‑,  π+π-­‐‑  	


          Run1,  prompt  charm	


•  ΔACP  for  Λc→pπ+π-­‐‑  and  Λc→pK+K-­‐‑  	

          Run1,  secondary  charm  from  Λb→Λcµμυ	


•  Amplitude  Analysis  of  D0→K±πππ,  	

          Run1,  secondary  charm  from  B→D*±µμυ	
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PRL  118,  261803  (2017)	


New	


New	


New	




Mixing  &  Indirect  CPV	
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Figure 2: E�ciency-corrected ratios of WS-to-RS yields for (a) D⇤+ decays, (b) D⇤� decays, and
(c) their di↵erences as functions of decay time in units of D0 lifetime. Projections of fits allowing
for (dashed line) no CP violation, (dotted line) no direct CP violation, and (solid line) full CP
violation are overlaid. The last two curves overlap. The abscissa of the data points corresponds
to the average decay time over the bin; the error bars indicate the statistical uncertainties.
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The observed WS-to-RS yield ratio and its statistical uncertainty in the decay-time bin i are145

denoted by r

±
i

and �

±
i

, respectively. The associated predicted value eR±
i

corresponds to the146

decay-time-integral over bin i of Eq. (1), including bin-specific corrections. These account147
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used to define the mixing parameters x ≡ (m2 − m1)/Γ and y ≡ (Γ2 − Γ1)/(2Γ). The

phase convention is chosen such that CP|D0⟩ = −|D0⟩ and CP|D0⟩ = −|D0⟩ which leads,

in the case of no CP violation (p = q), to |D1⟩ being the CP odd and |D2⟩ the CP even
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Āf

Af

∣

∣

∣

∣

eiφ, (1.3)

contains the amplitude Af (Āf ) of D0 (D0) decays to the CP eigenstate f with eigenvalue

ηCP. The mixing parameters x and y are known to be at the level of 10−2 while both

the phase and the deviation of the magnitude from unity of λf are experimentally only

constrained to about 0.2 [5]. The direct CP violation, i.e. the difference in the rates of

D0 and D0 decays, is constrained to the level of 10−2 and has recently been measured by

LHCb [4]. Introducing |q/p|±2 ≈ 1 ± Am and |Āf/Af |±2 ≈ 1 ± Ad, with the assumption

that Am and Ad are small, and neglecting terms below 10−4 according to the experimental

constraints, one obtains according to [6, 7]

yCP ≈
(

1−
1

8
Am

2

)

y cosφ−
1

2
Amx sinφ. (1.4)

In the limit of no CP violation yCP is equal to y and hence becomes a pure mixing pa-

rameter. However, once precise measurements of y and yCP are available, any difference

between y and yCP would be a sign of CP violation.

Previous measurements of yCP have been performed by BaBar and Belle. The results

are yCP = (11.6 ± 2.2± 1.8) × 10−3 [8] for BaBar and yCP = (13.1± 3.2± 2.5) × 10−3 [2]

for Belle. They are consistent with the world average of y = (7.5± 1.2)× 10−3 [5].

The study of the lifetime asymmetry of D0 and D0 mesons decaying into the singly

Cabibbo-suppressed final state K+K− can reveal indirect CP violation in the charm sector.

The measurement can be expressed in terms of the quantity AΓ. Using the same expansion

as for yCP leads to

AΓ ≈
[

1

2
(Am +Ad)y cosφ− x sinφ

]

1

1 + yCP

≈
1

2
(Am +Ad)y cosφ− x sinφ. (1.5)

Despite this measurement being described in most literature as a determination of indirect

CP violation by neglecting the term proportional to Ad, it is apparent that direct CP

violation at the level of 10−2 can have a contribution to AΓ at the level of 10−4. There-

fore precise measurements of both time-dependent and time-integrated asymmetries are

necessary to reveal the nature of CP violating effects in the D0 system.

The measurement of AΓ requires tagging the flavour of theD0 at production, which will

be discussed in the following section. Previous measurements of AΓ were performed by Belle

and BaBar leading to AΓ = (0.1±3.0±1.5)×10−3 [2] and AΓ = (2.6±3.6±0.8)×10−3 [9],

respectively. They are consistent with zero, hence showing no indication of CP violation.

– 2 –

J
H
E
P
0
4
(
2
0
1
2
)
1
2
9

used to define the mixing parameters x ≡ (m2 − m1)/Γ and y ≡ (Γ2 − Γ1)/(2Γ). The

phase convention is chosen such that CP|D0⟩ = −|D0⟩ and CP|D0⟩ = −|D0⟩ which leads,

in the case of no CP violation (p = q), to |D1⟩ being the CP odd and |D2⟩ the CP even

eigenstate, respectively.

The parameter

λf =
qĀf
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Measurement ofD0– !D0 Mixing Parameters and Search for CP Violation Using
D0 ! Kþ!" Decays
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Measurements of charm mixing parameters from the decay-time-dependent ratio of D0 ! Kþ!" to

D0 ! K"!þ rates and the charge-conjugate ratio are reported. The analysis uses data, corresponding

to 3 fb"1 of integrated luminosity, from proton-proton collisions at 7 and 8 TeV center-of-mass

energies recorded by the LHCb experiment. In the limit of charge-parity (CP ) symmetry, the mixing

parameters are determined to be x02 ¼ ð5:5% 4:9Þ ' 10"5, y0 ¼ ð4:8% 1:0Þ ' 10"3, and RD ¼
ð3:568% 0:066Þ ' 10"3. Allowing for CP violation, the measurement is performed separately for D0

and !D0 mesons yielding AD ¼ ð"0:7% 1:9Þ%, for the direct CP-violating asymmetry, and 0:75< jq=pj
<1:24 at the 68.3% confidence level, for the parameter describing CP violation in mixing. This is the

most precise determination of these parameters from a single experiment and shows no evidence for

CP violation.

DOI: 10.1103/PhysRevLett.111.251801 PACS numbers: 11.30.Er, 12.15.Ff, 13.25.Ft, 14.40.Lb

Mass eigenstates of neutral charm mesons are linear
combinations of flavor eigenstates jD1;2i¼pjD0i%qj !D0i,
where p and q are complex parameters. This results in
D0– !D0 oscillation. In the limit of charge-parity (CP) sym-
metry, the oscillation is characterized by the difference in
mass "m ( m2 "m1 and decay width "# ( #2 " #1

between the D mass eigenstates. These differences are
usually expressed in terms of the dimensionless mixing
parameters x ( "m=# and y ( "#=2#, where # is the
average decay width of neutralDmesons. If CP symmetry
is violated, the oscillation rates for mesons produced asD0

and !D0 can differ, further enriching the phenomenology.
Both short- and long-distance components of the amplitude
contribute to the time evolution of neutralDmesons [1–3].
Short-distance amplitudes could include contributions
from non-standard-model particles or interactions, possi-
bly enhancing the average oscillation rate or the difference
betweenD0 and !D0 meson rates. The study of CP violation
inD0 oscillation may lead to an improved understanding of
possible dynamics beyond the standard model [4–7].

The first evidence for D0– !D0 oscillation was reported in
2007 [8,9]. By 2009, the hypothesis of no oscillation was
excluded with significance in excess of 10 standard devia-
tions [10] by combining results from different experiments
[8,9,11–17]. In 2012, the LHCb experiment reported the
first observation from a single measurement with greater
than 5 standard deviation significance [18], which has been
recently confirmed by the CDF experiment [19].

This Letter reports a search for CP violation in D0– !D0

mixing by comparing the decay-time-dependent ratio of
D0 ! Kþ!" toD0 ! K"!þ rates with the corresponding
ratio for the charge-conjugate processes. An improved
determination of the CP-averaged charm mixing parame-
ters with respect to our previous measurement [18] is also
reported. The analysis uses data corresponding to 1:0 fb"1

of integrated luminosity from
ffiffiffi
s

p ¼ 7 TeV pp collisions
recorded by LHCb during 2011 and 2:0 fb"1 from

ffiffiffi
s

p ¼
8 TeV collisions recorded during 2012. The neutral D
flavor at production is determined from the charge of the
low-momentum pion !þ

s in the flavor-conserving strong-
interaction decay D)þ ! D0!þ

s . The inclusion of charge-
conjugate processes is implicit unless stated otherwise.
The D)þ ! D0ð! K"!þÞ!þ

s process is denoted as right
sign (RS), and D)þ ! D0ð! Kþ!"Þ!þ

s is denoted as
wrong sign (WS). The RS decay rate is dominated by a
Cabibbo-favored amplitude. The WS rate arises from the
interfering amplitudes of the doubly Cabibbo-suppressed
D0 ! Kþ!" decay and the Cabibbo-favored !D0 !
Kþ!" decay following D0– !D0 oscillation, each of similar
magnitude. In the limit of jxj, jyj * 1, and assuming
negligible CP violation, the time-dependent ratio RðtÞ of
WS-to-RS decay rates is [1–4]

RðtÞ + RD þ
ffiffiffiffiffiffiffi
RD

p
y0

t

"
þ x02 þ y02

4

"
t

"

#
2
; (1)

where t is the decay time, " is the average D0 lifetime,
and RD is the ratio of suppressed-to-favored decay rates.
The parameters x0 and y0 depend linearly on the mixing
parameters as x0 ( x cos#þ y sin# and y0 ( y cos#"
x sin#, where # is the strong-phase difference between
the suppressed and favored amplitudes AðD0!Kþ!"Þ=
Að !D0!Kþ!"Þ¼" ffiffiffiffiffiffiffi

RD

p
e"i#. Allowing forCP violation,
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mass are retained. Accidental combinations of a genuine D

0 with a random soft pion are120

first suppressed by removing the 13% of events where more than one D

⇤+ candidate is121

reconstructed. We then use an artificial neural network (ANN) discriminator that uses122

soft-pion pseudorapidity, transverse momentum, and particle identification information,123

along with event track-multiplicity and kaon particle-identification information. The ANN124

is trained on an unbiased RS sample to represent the WS signal features and on WS events125

containing multiple candidates to represent background. Finally, we remove from the WS126

sample events where the same D

0 candidate is also reconstructed in a RS event, which127

reduces background by 16% with no significant loss of signal.128

4 Yield determination129

The RS and WS signal yields are determined by fitting the M(D0
⇡

+
s ) distribution of D0

130

signal candidates. The time-integrated M(D0
⇡

+
s ) distributions of the selected RS and131

WS candidates are shown in Fig. 1. The smooth background is dominated by favored132

D

0 ! K

�
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+ and D

0 ! K

+
⇡

� and decays associated with random soft-pion candidates.133

The sample contains approximately 177⇥ 106 RS and 722⇥ 103 WS signal decays. Each134

sample is divided into 13 subsamples according to the candidate’s decay time, and signal135

yields are determined for each using an empirical shape [13]. We assume that the signal136

shapes are common to WS and RS decays for a given D

⇤ meson flavor whereas the137

descriptions of the backgrounds are independent. The decay-time-dependent WS-to-RS138

yield ratios R

+ and R

� observed in the D

0 and D

0 samples, respectively, and their139

di↵erence, are shown in Fig. 2 with fit projections overlaid. These are corrected for the140

relative e�ciencies for reconstructing K

�
⇡

+ and K

+
⇡

� final states.141
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Figure 1: Distribution of M(D0
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+
s ) for selected (a) right-sign D

0 ! K

�
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+ and (b) wrong-sign
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� candidates.
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Figure 3: Two-dimensional confidence regions in the (x02
, y

0) plane obtained (a) without
any restriction on CP violation, (b) assuming no direct CP violation, and (c) assuming
CP conservation. The dashed (solid) curves in (a) and (b) indicate the contours of the
mixing parameters associated with D

0 (D0) decays. The best-fit value for D0 (D0) decays
is shown with an open (filled) point. The solid, dashed, and dotted curves in (c) indicate
the contours of CP -averaged mixing parameters at 68.27%, 95.45%, and 99.73% confidence
levels (CL), respectively. The best-fit value is shown with a point.

due to peaking backgrounds for the CP -averaged results, and uncertainties in detector208

asymmetries for the CP -violating results. All reported results, p-values, and the contours209

shown in Fig. 3 are based on the full uncertainties.210

Direct CP violation would produce a nonzero intercept at t = 0 in the e�ciency-211

corrected di↵erence of WS-to-RS yield ratios between D

0 and D

0 mesons shown in212

Fig. 2 (c). It is parametrized by the asymmetry measured in the first fit, A

D

⌘213

(R+
D

�R

�
D

)/(R+
D

+R

�
D

) = (�0.1±8.1±4.2)⇥10�3, where the first uncertainty is statistical214

and the second systematic. Indirect CP violation would result in a time dependence of the215

e�ciency-corrected di↵erence of yield ratios, which in Fig. 2 (c) is uniform. From the results216

of the fit allowing for direct and indirect CP violation, a likelihood for |q/p| is constructed217

using the relations x0± = |q/p|±1(x0 cos� ± y

0 sin�) and y

0± = |q/p|±1(y0 cos� ⌥ x

0 sin�).218

Confidence intervals are derived with a likelihood-ratio ordering and assuming that the219

parameter correlations are independent of the true values of the mixing parameters. We de-220

termine 1.00 < |q/p| < 1.35 and 0.82 < |q/p| < 1.45 at the 68.27% and 95.45% confidence221

levels, respectively.222

The R
D

result departs from the previous result based on a subset of the same data [13],223

which was biased by the then-undetected residual spurious-pion background. Because such224

background induces an apparent global shift toward higher decay times of the oscillating225

WS-to-RS ratio pattern, the bias a↵ects predominantly R

D

, and less severely the mixing226

parameters. The systematic uncertainties are significantly reduced because the dominant227

components are either statistical in nature, or reduced owing to a higher data-quality228

uniformity across data-taking periods.229
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full Run 1 data sample are compared with fit results in Fig. 3.
The complementary analysis based on Eq. (2) follows a procedure largely unchanged

from the previous LHCb analysis [11], described in Refs. [19, 20] and briefly summarized
below. The selection requirements for this method di↵er from those based on Eq. (1)
only in the lack of a requirement on �

2

IP

(D0). A similar blinding procedure is used. This
analysis is applied to the 2 fb�1 subsample of the present data, collected in 2012, that was
not used in Ref. [11]. The 2012 data is split into three data-taking periods to account for
known di↵erences in the detector alignment and calibration after detector interventions.

Biases on the decay-time distribution, introduced by the selection criteria and detection
asymmetries, are accounted for through per-candidate acceptance functions, as described
in Ref. [20]. These acceptance functions are parametrized by the decay-time intervals
within which a candidate would pass the event selection if its decay time could be varied.
They are determined using a data-driven method, and used to normalize the per-candidate
probability density functions over the decay-time range in which the candidate would be
accepted.

A two-stage unbinned maximum likelihood fit is used to determine the e↵ective
decay widths. In the first stage, fits to the D

0 mass and �m spectra are used to
determine yields of signal decays and both combinatorial and partially reconstructed
backgrounds. In the second stage, a fit to the decay-time distribution together with
ln(�2

IP

(D0)) (Fig. 4) is made to separate secondary background. The finding of an
asymmetry consistent with zero in the control channel, A

�

(K�
⇡

+) = (�0.07±0.15)⇥10�3,
validates the method. Small mismodeling e↵ects are observed in the decay-time fits
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full Run 1 data sample are compared with fit results in Fig. 3.
The complementary analysis based on Eq. (2) follows a procedure largely unchanged

from the previous LHCb analysis [11], described in Refs. [19, 20] and briefly summarized
below. The selection requirements for this method di↵er from those based on Eq. (1)
only in the lack of a requirement on �

2

IP

(D0). A similar blinding procedure is used. This
analysis is applied to the 2 fb�1 subsample of the present data, collected in 2012, that was
not used in Ref. [11]. The 2012 data is split into three data-taking periods to account for
known di↵erences in the detector alignment and calibration after detector interventions.

Biases on the decay-time distribution, introduced by the selection criteria and detection
asymmetries, are accounted for through per-candidate acceptance functions, as described
in Ref. [20]. These acceptance functions are parametrized by the decay-time intervals
within which a candidate would pass the event selection if its decay time could be varied.
They are determined using a data-driven method, and used to normalize the per-candidate
probability density functions over the decay-time range in which the candidate would be
accepted.

A two-stage unbinned maximum likelihood fit is used to determine the e↵ective
decay widths. In the first stage, fits to the D

0 mass and �m spectra are used to
determine yields of signal decays and both combinatorial and partially reconstructed
backgrounds. In the second stage, a fit to the decay-time distribution together with
ln(�2

IP

(D0)) (Fig. 4) is made to separate secondary background. The finding of an
asymmetry consistent with zero in the control channel, A

�

(K�
⇡

+) = (�0.07±0.15)⇥10�3,
validates the method. Small mismodeling e↵ects are observed in the decay-time fits

6

_	


A�(KK) = (�0.030± 0.032± 0.010)% (36)

A�(⇡⇡) = (+0.046± 0.058± 0.012)% (37)

A
CP

(t) ' Adirect
CP

�A�
t

⌧
D

(38)

A� =

1

2

h

✓

�

�

�

�

q

p

�

�

�

�

�
�

�

�

�

p

q

�

�

�

�

◆

y cos ��
✓

�

�

�

�

q

p

�

�

�

�

+

�

�

�

�

p

q

�

�

�

�

◆

x sin �
i

' �Aindirect
CP

(39)

A� =

⌧(D
0 ! h+h�

)� ⌧(D0 ! h+h�
)

⌧(D
0 ! h+h�

) + ⌧(D0 ! h+h�
)

(40)

P
⇥

D0
(Dalitz; t)

⇤

/ e��t

n

|A
f

|2[cosh (y�t) + cos (x�t)]

+

�

�

q

p
A

f

�

�

2
[cosh (y�t)� cos (x�t)]

� 2<
⇣q

p
A⇤

f

A
f

⌘

sinh (y�t)� 2=
⇣q

p
A⇤

f

A
f

⌘

sin (x�t)
o

(41)

x = (�0.86± 0.53± 0.17)%

y = (+0.03± 0.46± 0.13)%

⌧
D

= (410.9± 1.1) fs

x = (1.5± 1.2± 0.6)%

y = (0.2± 0.9± 0.5)%

⌧
D

= (410.2± 3.8) fs

R
coh

y0 = (0.3± 1.8)⇥ 10

�3
(42)

(x02
+ y02)/4 = (4.8± 1.8)⇥ 10

�5
(43)

R(t) =

N
WS

N
RS

(t) ' R
D

+

p

R
D

y0
t

⌧
+

x2
+ y2

4

✓

t

⌧

◆2

(44)

R(t) =

N
WS

N
RS

(t) ' RK3⇡

D

+

q

RK3⇡

D

R
coh

y0
t

⌧
+

x02
+ y02

4

✓

t

⌧

◆2

(45)

R
coh

e�i�K3⇡
=

R

A
K

�3⇡

(r)A
K

+3⇡

(r) dr
q

R

|A
K

�3⇡

(r)|2 dr
q

R

|A
K

+3⇡

(r)|2 dr
(46)

3

A�(KK) = (�0.030± 0.032± 0.010)% (36)

A�(⇡⇡) = (+0.046± 0.058± 0.012)% (37)

A
CP

(t) ' Adirect
CP

�A�
t

⌧
D

(38)

A� =

1

2

h

✓

�

�

�

�

q

p

�

�

�

�

�
�

�

�

�

p

q

�

�

�

�

◆

y cos ��
✓

�

�

�

�

q

p

�

�

�

�

+

�

�

�

�

p

q

�

�

�

�

◆

x sin �
i

' �Aindirect
CP

(39)

A� =

⌧(D
0 ! h+h�

)� ⌧(D0 ! h+h�
)

⌧(D
0 ! h+h�

) + ⌧(D0 ! h+h�
)

(40)

P
⇥

D0
(Dalitz; t)

⇤

/ e��t

n

|A
f

|2[cosh (y�t) + cos (x�t)]

+

�

�

q

p
A

f

�

�

2
[cosh (y�t)� cos (x�t)]

� 2<
⇣q

p
A⇤

f

A
f

⌘

sinh (y�t)� 2=
⇣q

p
A⇤

f

A
f

⌘

sin (x�t)
o

(41)

x = (�0.86± 0.53± 0.17)%

y = (+0.03± 0.46± 0.13)%

⌧
D

= (410.9± 1.1) fs

x = (1.5± 1.2± 0.6)%

y = (0.2± 0.9± 0.5)%

⌧
D

= (410.2± 3.8) fs

R
coh

y0 = (0.3± 1.8)⇥ 10

�3
(42)

(x02
+ y02)/4 = (4.8± 1.8)⇥ 10

�5
(43)

R(t) =

N
WS

N
RS

(t) ' R
D

+

p

R
D

y0
t

⌧
+

x2
+ y2

4

✓

t

⌧

◆2

(44)

R(t) =

N
WS

N
RS

(t) ' RK3⇡

D

+

q

RK3⇡

D

R
coh

y0
t

⌧
+

x02
+ y02

4

✓

t

⌧

◆2

(45)

R
coh

e�i�K3⇡
=

R

A
K

�3⇡

(r)A
K

+3⇡

(r) dr
q

R

|A
K

�3⇡

(r)|2 dr
q

R

|A
K

+3⇡

(r)|2 dr
(46)

3



-0.2 -0.1 -0 0.1 0.2 0.3

 A� (%)

World average -0.032 ± 0.026 %

LHCb 2016 D*+ tag -0.013 ± 0.028 ± 0.010 %

LHCb 2015 µ tag -0.125 ± 0.073 %

CDF 2014 KK+�� -0.120 ± 0.120 %

BaBar 2012  0.088 ± 0.255 ± 0.058 %

Belle 2012 -0.030 ± 0.200 ± 0.080 %

 HFLAV 
   CKM 2016 

Jolanta@Implications2017 

•  Sensitivity:  O(10-­‐‑4)	

          Limited  by  statistics	

•  Indirect  CPV  in  SM  ~10-­‐‑4	


•  AΓ  in  terms  of  basic  parameters	


 
ð sensitivity  to  q/p  depends  on  x  	


AΓ:  entering  SM  area	
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 m
2 (K

Sπ
+ )	


D0→KSπ+π-­‐‑  	


  m2(KSπ-­‐‑)	


•  Measure  how  phase  space  evolves  with  time  [t-­‐‑dep.  Dali�]	

✓ Direct  access  to  x,  y,  |q/p|,  φ	

✓  Access  to  amplitudes  &  phases  ð  no  external  input	

✓  No  dilution  from  coherence  factor	

✗  Need  model  to  describe  resonances	

                                                                                                                                                                                                                                      	


•  Sensitivity  from  D0→f  &  D0→f  interferences	

          (large  ‘local’  coherence  factors  are  best)	


•  Golden  modes	

  -­‐‑  D0→KSπ+π-­‐‑  	

      Expect  significant  x  with  Run1+2	

  -­‐‑  D0→Kπππ  	

        Needed  for  q/p	

        So  far  phase-­‐‑space  integrated  study	

	


Multi-­‐‑body  decays  are  the  (high)way	
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WS/RS ratio ϵi differ from unity by less than a few percent,
and increase (decrease) the ratio at low (high) decay times.
The background-subtracted and efficiency corrected

WS/RS ratio measured in the ith decay-time bin is given
by ~ri ≡ riϵi − ΔID;i − ΔK0

S
, where ri is the WS/RS ratio

estimated from the Δm fit. The parameters of interest
are determined by minimizing the χ2 function

χ2ð~r; CjθÞ ¼
X10

i;j¼1

½ ~ri − ~RiðθÞ½1 − Δsec;i%%

× ½C−1%ij½ ~rj − ~RjðθÞ½1 − Δsec;j%%

þ χ2secðθÞ½þχ2x;yðθÞ%; ð3Þ

where C is the full covariance matrix of the measurements,
including statistical and systematic uncertainties. Here,
~RiðθÞ gives the theoretical ratio of WS to RS decay
rates [Eq. (1)], integrated over the ith decay-time bin,
which depends on the fit parameter vector θ ¼ frK3πD ;
RK3π
D y0K3π;

1
4 ðx

2 þ y2Þg. Also included in the determination

of ~RiðθÞ is the decay-time acceptance, which is found
from the RS candidates assuming that their decay-time
dependence is exponential. The parameters Δsec;i are free to
float in the fit with a Gaussian constraint χ2sec. The mean and
width of the Gaussian constraints are defined to be the
midpoint and half the difference between the limits in
Eq. (2), respectively, which are dynamically updated during
the fit. The parameters fsec;i (which are required to
calculate these limits) are also Gaussian constrained to
their measured values. An alternate fit is also performed
where the mixing parameters x and y are constrained to
world average values [4] x ¼ ð0.371' 0.158Þ × 10−2 and
y ¼ ð0.656' 0.080Þ × 10−2 with a correlation coefficient
of −0.361. In this case an additional term χ2x;y is included in
the fit and θ ¼ frK3πD ; RK3π

D y0K3π; x; yg. The two fit con-
figurations are referred to as “unconstrained” and “mixing
constrained”.
Figure 2 shows the decay-time dependent fits to the WS/

RS ratio for the unconstrained, mixing-constrained, and no-
mixing fit configurations; the latter has the fit parameters
RK3π
D ⋅y0K3π and 1

4 ðx
2 þ y2Þ fixed to zero. The numerical

results of the unconstrained and mixing-constrained fit
configurations are presented in Table I. The values of
RK3π
D y0K3π and 1

4 ðx
2 þ y2Þ from the unconstrained fit are

both compatible with zero at less than 3 standard devia-
tions, but due to the large correlation between these
parameters, the hypothesis that both are zero can be
rejected with much higher significance. Using Wilks’
theorem [29] the no-mixing hypothesis is excluded at a
significance level of 8.2 standard deviations. The value of
1
4 ðx

2 þ y2Þ determined using the world average values of x
and y is compatible with the unconstrained fit result at 1.8
standard deviations. The results of the mixing-constrained
fit show that the uncertainties on the parameters rK3πD and
RK3π
D y0K3π are reduced by 41% and 61%, respectively, in

comparison with the unconstrained fit. Using the mixing-
constrained fit, it is possible to identify a line of solutions in
the ðRK3π

D ; δK3πD Þ plane. The two-dimensional contours
containing 68.3%, 95.4%, and 99.7% confidence regions
are shown in Fig. 3. The only other constraints on

τt /
2 4 6 8 10 12

W
S/

R
S

3

3.5

4

4.5

5

5.5

6
3−10×

LHCb

Data
Unconstrained
Mixing-constrained
No-mixing

FIG. 2. Decay-time evolution of the background-subtracted and
efficiency corrected WS/RS ratio (points) with the results of the
unconstrained (solid line), mixing-constrained (dashed-dotted
line), and no-mixing (dashed line) fits superimposed. The bin
centers are set to the decay time where RðtÞ is equal to the bin
integrated ratio ~R from the unconstrained fit.

TABLE I. Results of the decay-time dependent fits to theWS/RS ratio for the unconstrained and mixing-constrained fit configurations.
The results include all systematic uncertainties. The number of degrees of freedom is abbreviated as ndf

Fit Type Correlation coefficient
χ2=ndf (p value) Parameter Fit result rK3π

D RK3π
D y0K3π

1
4 ðx

2 þ y2Þ
Unconstrained rK3π

D ð5.67' 0.12Þ × 10−2 1 0.91 0.80
7.8=7ð0.35Þ RK3π

D y0K3π ð0.3' 1.8Þ × 10−3 1 0.94
1
4 ðx

2 þ y2Þ ð4.8' 1.8Þ × 10−5 1
rK3π
D RK3π

D y0K3π x y
Mixing constrained rK3π

D ð5.50' 0.07Þ × 10−2 1 0.83 0.17 0.10
11.2=8ð0.19Þ RK3π

D y0K3π ð−3.0' 0.7Þ × 10−3 1 0.34 0.20
x ð4.1' 1.7Þ × 10−3 1 −0.40
y ð6.7' 0.8Þ × 10−3 1
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•  2011-­‐‑2012  data,  D0  from  B→D*±µμυ	

•  1st  analysis  for  WS,  improved  for  RS  	

•  time-­‐‑integrated  study  (ignoring  D-­‐‑mixing)	

•  RS  decays  ≈  CF  c→sdu                                              WS  decays  ≈ DCS  c→dsu	

            ð different  dynamics	

•  Dominating  contributions:	

    	


	


	


Amplitude  Analysis  of  D0→K-­‐‑π+π+π-­‐‑  (RS)  &  K+π-­‐‑π+π-­‐‑  (WS)	
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LHCb-­‐‑PAPER-­‐‑2017-­‐‑040	


a1(1260)+	

	


          Fit  fraction~38%	

	


K-­‐‑  	

	


2

boson mass. A perturbative calculation of c ! u FCNC
processes yield a suppression factor (m2

b�m2
d)/m

2
W , whereas

FCNC in B and K decays are relatively strong due to the
factor (m2

t � m2
u)/m

2
W ; thus the heavy top quark weak-

ened the GIM mechanism. However, due to the fact that in
D decays no particular suppression happens due to CKM
factors, there are in general large long distance contribu-
tions, making an analysis of the short-distance structure
di�cult. As an example, the short distance contribution
to D0 � D̄0 oscillation is very small, which is by far ex-
ceeded by long distance contributions, which are hard to
compute.

Consequently, long-distance dynamics, like final state
interactions (FSI), play an important role, since they are
in general much larger in charm meson decays than for
B(s) decays. In many cases they exceed the short-distance
contributions even by a few order of magnitudes. Com-
pared to B decays there is a smaller energy release in D(s)

decays, resulting in production of slower daughter parti-
cles, which thus are more likely to influence each other
before they leave interaction region. Any precision elec-
troweak predictions require then theoretical improvement
in calculating long-distance QCD e↵ects to remove sub-
stantial hadronic uncertainties. Strategies for NP searches
and interpretation of measurements highly depend on quan-
titative information on hadronic e↵ects. Such e↵ects are
nonperturbative and their theoretical calculations are still
challenging for any approach/method. As charm quark lies
inbetween the light flavours (mu,d,s  ⇤QCD) described
by chiral perturbation theory (ChPT) and heavy quarks
(mb � ⇤QCD) treated by heavy-quark e↵ective theory
(HQET), charm decays can bring new insight into nonper-
turbative QCD. Since heavy-quark mass expansion does
not work as well for charm decays, thus computation of
hadronic e↵ects is more di�cult than for corresponding
B decays. Despite of this, charm decays can still help to
establish theoretical tools and allow their calibration for
calculations inevitable for B(s) decays.

0.1.1.1 Quark diagrams for weak decays of charm mesons

Quark diagrams underlying hadronic, semileptonic and
leptonic decays of charm mesons are shown in Fig. 1.
Taking into account topology of these quark graphs, they
are either simple tree-level diagrams (Fig. 1(a-d,g,h)) or
penguin diagrams (Fig. 1(e,f)) representing higher-order,
loop-level processes.

Tree-level hadronic decays (Fig. 1(a-c)) and semilep-
tonic ones (Fig. 1(f)) proceed through c ! W+s cur-
rent and thus have amplitudes governed by the CKM
matrix element |Vcs| ' 0.97. These decays are Cabibbo-
favored (CF ) processes, while the corresponding Cabibbo-
suppressed (CS) decays proceed via c ! W+d and involve
|Vcd| ' 0.22. Unless W+ materializes into either l+⌫l lep-
tons (Fig. 1(g,h)) or ud̄ pair (Fig. 1(a,b,d)) inducing the
CKM factor of |Vud|, Cabibbo suppression may arise from
the light-quark us̄ vertex involving |Vus|. Thus the CF
modes at the tree level proceed through c ! sd̄u, singly
Cabibbo-suppressed (SCS) ones through either c ! dd̄u

Fig. 1. Quark diagrams for charm meson decays: hadronic
(a-f), semileptonic (g), leptonic (h). Diagrams underlying
hadronic decays: external W emission (a), internal W emis-
sion (b), W exchange (c), W annihilation (d), W -loop penguin
(e) and W -loop penguin annihilation (f).

or c ! ss̄u, while doubly Cabibbo-suppressed (DCS)
modes via c ! dd̄s.

Figures 1(a,b,e,g) represent spectator decays, in which
a light constituent antiquark does not participate in the
weak interaction, contrary to non-spectator decays shown
in Fig. 1(c,d,f,h).

Decays of ground charmed mesons to final states in-
volving leptons (Fig. 1(g,h)) are the simplest and the clean-
est channels and, as such, enable tests of the SM predic-
tions or the LQCD calculations in the charm sector.

SemileptonicD(s) ! Xl+⌫l decays (see Section 0.1.5),
comprise significant fractions of D(s) total widths; up to
about for 6% D0, 16% for D+ and 6% for D+

s mesons.
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 u	
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                          ~45%	
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boson mass. A perturbative calculation of c ! u FCNC
processes yield a suppression factor (m2

b�m2
d)/m

2
W , whereas

FCNC in B and K decays are relatively strong due to the
factor (m2

t � m2
u)/m

2
W ; thus the heavy top quark weak-

ened the GIM mechanism. However, due to the fact that in
D decays no particular suppression happens due to CKM
factors, there are in general large long distance contribu-
tions, making an analysis of the short-distance structure
di�cult. As an example, the short distance contribution
to D0 � D̄0 oscillation is very small, which is by far ex-
ceeded by long distance contributions, which are hard to
compute.

Consequently, long-distance dynamics, like final state
interactions (FSI), play an important role, since they are
in general much larger in charm meson decays than for
B(s) decays. In many cases they exceed the short-distance
contributions even by a few order of magnitudes. Com-
pared to B decays there is a smaller energy release in D(s)

decays, resulting in production of slower daughter parti-
cles, which thus are more likely to influence each other
before they leave interaction region. Any precision elec-
troweak predictions require then theoretical improvement
in calculating long-distance QCD e↵ects to remove sub-
stantial hadronic uncertainties. Strategies for NP searches
and interpretation of measurements highly depend on quan-
titative information on hadronic e↵ects. Such e↵ects are
nonperturbative and their theoretical calculations are still
challenging for any approach/method. As charm quark lies
inbetween the light flavours (mu,d,s  ⇤QCD) described
by chiral perturbation theory (ChPT) and heavy quarks
(mb � ⇤QCD) treated by heavy-quark e↵ective theory
(HQET), charm decays can bring new insight into nonper-
turbative QCD. Since heavy-quark mass expansion does
not work as well for charm decays, thus computation of
hadronic e↵ects is more di�cult than for corresponding
B decays. Despite of this, charm decays can still help to
establish theoretical tools and allow their calibration for
calculations inevitable for B(s) decays.

0.1.1.1 Quark diagrams for weak decays of charm mesons

Quark diagrams underlying hadronic, semileptonic and
leptonic decays of charm mesons are shown in Fig. 1.
Taking into account topology of these quark graphs, they
are either simple tree-level diagrams (Fig. 1(a-d,g,h)) or
penguin diagrams (Fig. 1(e,f)) representing higher-order,
loop-level processes.

Tree-level hadronic decays (Fig. 1(a-c)) and semilep-
tonic ones (Fig. 1(f)) proceed through c ! W+s cur-
rent and thus have amplitudes governed by the CKM
matrix element |Vcs| ' 0.97. These decays are Cabibbo-
favored (CF ) processes, while the corresponding Cabibbo-
suppressed (CS) decays proceed via c ! W+d and involve
|Vcd| ' 0.22. Unless W+ materializes into either l+⌫l lep-
tons (Fig. 1(g,h)) or ud̄ pair (Fig. 1(a,b,d)) inducing the
CKM factor of |Vud|, Cabibbo suppression may arise from
the light-quark us̄ vertex involving |Vus|. Thus the CF
modes at the tree level proceed through c ! sd̄u, singly
Cabibbo-suppressed (SCS) ones through either c ! dd̄u

Fig. 1. Quark diagrams for charm meson decays: hadronic
(a-f), semileptonic (g), leptonic (h). Diagrams underlying
hadronic decays: external W emission (a), internal W emis-
sion (b), W exchange (c), W annihilation (d), W -loop penguin
(e) and W -loop penguin annihilation (f).

or c ! ss̄u, while doubly Cabibbo-suppressed (DCS)
modes via c ! dd̄s.

Figures 1(a,b,e,g) represent spectator decays, in which
a light constituent antiquark does not participate in the
weak interaction, contrary to non-spectator decays shown
in Fig. 1(c,d,f,h).

Decays of ground charmed mesons to final states in-
volving leptons (Fig. 1(g,h)) are the simplest and the clean-
est channels and, as such, enable tests of the SM predic-
tions or the LQCD calculations in the charm sector.

SemileptonicD(s) ! Xl+⌫l decays (see Section 0.1.5),
comprise significant fractions of D(s) total widths; up to
about for 6% D0, 16% for D+ and 6% for D+

s mesons.
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boson mass. A perturbative calculation of c ! u FCNC
processes yield a suppression factor (m2

b�m2
d)/m

2
W , whereas

FCNC in B and K decays are relatively strong due to the
factor (m2

t � m2
u)/m

2
W ; thus the heavy top quark weak-

ened the GIM mechanism. However, due to the fact that in
D decays no particular suppression happens due to CKM
factors, there are in general large long distance contribu-
tions, making an analysis of the short-distance structure
di�cult. As an example, the short distance contribution
to D0 � D̄0 oscillation is very small, which is by far ex-
ceeded by long distance contributions, which are hard to
compute.

Consequently, long-distance dynamics, like final state
interactions (FSI), play an important role, since they are
in general much larger in charm meson decays than for
B(s) decays. In many cases they exceed the short-distance
contributions even by a few order of magnitudes. Com-
pared to B decays there is a smaller energy release in D(s)

decays, resulting in production of slower daughter parti-
cles, which thus are more likely to influence each other
before they leave interaction region. Any precision elec-
troweak predictions require then theoretical improvement
in calculating long-distance QCD e↵ects to remove sub-
stantial hadronic uncertainties. Strategies for NP searches
and interpretation of measurements highly depend on quan-
titative information on hadronic e↵ects. Such e↵ects are
nonperturbative and their theoretical calculations are still
challenging for any approach/method. As charm quark lies
inbetween the light flavours (mu,d,s  ⇤QCD) described
by chiral perturbation theory (ChPT) and heavy quarks
(mb � ⇤QCD) treated by heavy-quark e↵ective theory
(HQET), charm decays can bring new insight into nonper-
turbative QCD. Since heavy-quark mass expansion does
not work as well for charm decays, thus computation of
hadronic e↵ects is more di�cult than for corresponding
B decays. Despite of this, charm decays can still help to
establish theoretical tools and allow their calibration for
calculations inevitable for B(s) decays.

0.1.1.1 Quark diagrams for weak decays of charm mesons

Quark diagrams underlying hadronic, semileptonic and
leptonic decays of charm mesons are shown in Fig. 1.
Taking into account topology of these quark graphs, they
are either simple tree-level diagrams (Fig. 1(a-d,g,h)) or
penguin diagrams (Fig. 1(e,f)) representing higher-order,
loop-level processes.

Tree-level hadronic decays (Fig. 1(a-c)) and semilep-
tonic ones (Fig. 1(f)) proceed through c ! W+s cur-
rent and thus have amplitudes governed by the CKM
matrix element |Vcs| ' 0.97. These decays are Cabibbo-
favored (CF ) processes, while the corresponding Cabibbo-
suppressed (CS) decays proceed via c ! W+d and involve
|Vcd| ' 0.22. Unless W+ materializes into either l+⌫l lep-
tons (Fig. 1(g,h)) or ud̄ pair (Fig. 1(a,b,d)) inducing the
CKM factor of |Vud|, Cabibbo suppression may arise from
the light-quark us̄ vertex involving |Vus|. Thus the CF
modes at the tree level proceed through c ! sd̄u, singly
Cabibbo-suppressed (SCS) ones through either c ! dd̄u

Fig. 1. Quark diagrams for charm meson decays: hadronic
(a-f), semileptonic (g), leptonic (h). Diagrams underlying
hadronic decays: external W emission (a), internal W emis-
sion (b), W exchange (c), W annihilation (d), W -loop penguin
(e) and W -loop penguin annihilation (f).

or c ! ss̄u, while doubly Cabibbo-suppressed (DCS)
modes via c ! dd̄s.

Figures 1(a,b,e,g) represent spectator decays, in which
a light constituent antiquark does not participate in the
weak interaction, contrary to non-spectator decays shown
in Fig. 1(c,d,f,h).

Decays of ground charmed mesons to final states in-
volving leptons (Fig. 1(g,h)) are the simplest and the clean-
est channels and, as such, enable tests of the SM predic-
tions or the LQCD calculations in the charm sector.

SemileptonicD(s) ! Xl+⌫l decays (see Section 0.1.5),
comprise significant fractions of D(s) total widths; up to
about for 6% D0, 16% for D+ and 6% for D+

s mesons.
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factor (m2
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u)/m

2
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ened the GIM mechanism. However, due to the fact that in
D decays no particular suppression happens due to CKM
factors, there are in general large long distance contribu-
tions, making an analysis of the short-distance structure
di�cult. As an example, the short distance contribution
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compute.

Consequently, long-distance dynamics, like final state
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pared to B decays there is a smaller energy release in D(s)

decays, resulting in production of slower daughter parti-
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in calculating long-distance QCD e↵ects to remove sub-
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nonperturbative and their theoretical calculations are still
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hadronic e↵ects is more di�cult than for corresponding
B decays. Despite of this, charm decays can still help to
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0.1.1.1 Quark diagrams for weak decays of charm mesons

Quark diagrams underlying hadronic, semileptonic and
leptonic decays of charm mesons are shown in Fig. 1.
Taking into account topology of these quark graphs, they
are either simple tree-level diagrams (Fig. 1(a-d,g,h)) or
penguin diagrams (Fig. 1(e,f)) representing higher-order,
loop-level processes.

Tree-level hadronic decays (Fig. 1(a-c)) and semilep-
tonic ones (Fig. 1(f)) proceed through c ! W+s cur-
rent and thus have amplitudes governed by the CKM
matrix element |Vcs| ' 0.97. These decays are Cabibbo-
favored (CF ) processes, while the corresponding Cabibbo-
suppressed (CS) decays proceed via c ! W+d and involve
|Vcd| ' 0.22. Unless W+ materializes into either l+⌫l lep-
tons (Fig. 1(g,h)) or ud̄ pair (Fig. 1(a,b,d)) inducing the
CKM factor of |Vud|, Cabibbo suppression may arise from
the light-quark us̄ vertex involving |Vus|. Thus the CF
modes at the tree level proceed through c ! sd̄u, singly
Cabibbo-suppressed (SCS) ones through either c ! dd̄u

Fig. 1. Quark diagrams for charm meson decays: hadronic
(a-f), semileptonic (g), leptonic (h). Diagrams underlying
hadronic decays: external W emission (a), internal W emis-
sion (b), W exchange (c), W annihilation (d), W -loop penguin
(e) and W -loop penguin annihilation (f).

or c ! ss̄u, while doubly Cabibbo-suppressed (DCS)
modes via c ! dd̄s.

Figures 1(a,b,e,g) represent spectator decays, in which
a light constituent antiquark does not participate in the
weak interaction, contrary to non-spectator decays shown
in Fig. 1(c,d,f,h).

Decays of ground charmed mesons to final states in-
volving leptons (Fig. 1(g,h)) are the simplest and the clean-
est channels and, as such, enable tests of the SM predic-
tions or the LQCD calculations in the charm sector.

SemileptonicD(s) ! Xl+⌫l decays (see Section 0.1.5),
comprise significant fractions of D(s) total widths; up to
about for 6% D0, 16% for D+ and 6% for D+

s mesons.
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Amplitude  Analysis  of  D0→K-­‐‑π+π+π-­‐‑  (RS)  &  K+π-­‐‑π+π-­‐‑  (WS)	


•    	


	

	

	

	

	

	

	

	

	

	

•  Fit  qualities:	

            RS    χ2/ndf  =  40483/32701  =  1.24	

            WS  χ2/ndf  =  350/239  =  1.46	
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Figure 2: Distributions for six invariant-mass observables in the RS mode D0 ! K�⇡+⇡+⇡�.
Bands indicate the expectation from the model, with the width of the band indicating the total
systematic uncertainty. The total background contribution, which is very low, is shown in green.
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D0→K3π  toward  mixing	


•  Coherence  factor  	

    (interference  between  DCS  and  CF)	


•  5-­‐‑dim  bins  of  equal  strong  phase	

•  Large  ‘local’  coherence  factors  	

	

•  Add  t-­‐‑dependence  	

          for  charm  mixing  &  CPV	

	


•  Sensitivity  study  with  prompt  	

          D0→K3π  from  2015+2016	

          (PhD  by  Dominik  Müller)	
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 Table 11: Summary of coherence factor and strong phase with spread of coherence factor and
average strong phase from choice of WS model characterised with the RMS of the distribution
assigned as the uncertainty.

Bin R
K3⇡

�
K3⇡

[o] r
K3⇡

⇥ 10�2

Global 0.454± 0.020 128 5.49

1 0.701± 0.017 169± 3 5.287± 0.034
2 0.691± 0.016 151± 1 5.679± 0.032
3 0.726± 0.010 133± 1 6.051± 0.032
4 0.742± 0.008 117± 1 6.083± 0.030
5 0.783± 0.005 102± 2 5.886± 0.031
6 0.764± 0.007 84± 3 5.727± 0.033
7 0.424± 0.013 26± 3 5.390± 0.061
8 0.473± 0.030 �149± 7 4.467± 0.065

di↵erence between the two amplitudes in the bin, using the amplitude models described562

in Sect. 6. These bins will not generally be contiguous in the phase space, and therefore563

visualising the bins is not instructive. The range [�180�, 180�] in phase di↵erence between564

the two decay modes is split into eight bins. The division of this range is done such that565

each bin is expected to have an approximately equal population of WS events within the566

bin. The coherence factors, average strong phases and their RMS spread arising from the567

choice of WS model are summarised in Table 11. Good stability is observed, which is a568

consequence of the dominant features of the amplitude being common for all models, and569

gives confidence to using the models presented in this paper to define regions of interest570

for future binned measurements of � or studies of charm mixing. The relatively high571

coherence factor in some regions of phase-space demonstrates the potential improvements572

in sensitivity to measurements of CP -violating observables for such measurements.573

7 Conclusions574

The four-body decay modes D0 ! K⌥⇡±⇡±⇡⌥ have been studied using high purity575

time-integrated samples obtained from doubly tagged B ! D⇤+(2010)[D0⇡+]µX decays.576

For the RS decay mode D0 ! K�⇡+⇡+⇡�, the analysis is performed with a sample577

around sixty times larger than that exploited in any previous analysis of this mode, and578

constitutes one of the highest statistics amplitude studies ever performed. For the WS579

mode D0 ! K+⇡�⇡�⇡+, the resonance substructure is studied for the first time with580

⇡ 3000 signal candidates.581

Both amplitude models are found to have large contributions from axial resonances,582

the decays D0 ! a
1

(1260)+K� and D0 ! K
1

(1270/1400)+⇡� for D0 ! K�⇡+⇡+⇡�
583

and D0 ! K+⇡�⇡�⇡+, respectively. This is consistent with the general picture that584

W-emission topologies are crucial in describing these decays. Interference between the585
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Direct  CPV	




	


	


	

	

	

	

	

	


            ACP  in  two-­‐‑body  decays  w/  penguin	
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LHCb	
 Belle	
 BaBar	
 BESIII	

Mode	
 ACP  [%]	

D0→K+K-­‐‑  	
 +0.04  ±  0.12  ±  0.10	
 -­‐‑0.32  ±  0.21  ±  0.09          	
+0.00  ±  0.34  ±  0.13	


D0→π+π-­‐‑  	
 +0.07  ±  0.14  ±  0.11	
 +0.55  ±  0.36  ±  0.09	
 -­‐‑0.24  ±  0.52  ±  0.22	


D0→KsKs	
 -­‐‑2.9  ±  5.2  ±  2.2	
 +0.00  ±  1.53  ±  0.17	


D0→π0π0  	
 -­‐‑0.03  ±  0.64  ±  0.10	


D0→Ksη  	
 +0.54  ±  0.51  ±  0.16	


D0→Ksη’  	
 +0.98  ±  0.67  ±  0.14	


D+→KsK+	
 +0.03  ±  0.17  ±  0.14	
 +0.08  ±  0.28  ±  0.14	
+0.46  ±  0.36  ±  0.25	
 -­‐‑1.5  ±  2.8  ±  1.6	


D+→KLK+	
 -­‐‑3.0  ±  3.2  ±  1.2	


D+→φπ+	
 -­‐‑0.04  ±  0.14  ±  0.14	
 +0.51  ±  0.28  ±  0.05	


D+→ηπ+  	
 +1.74  ±  1.13  ±  0.19	


D+→η’π+  	
 -­‐‑0.61  ±  0.72  ±  0.55  ±  0.12	
 -­‐‑0.12  ±  1.12  ±  0.17	


Ds
+→Ksπ+	
 +0.38  ±  0.46  ±  0.17	
 +5.45  ±  2.50  ±  0.33	
 +0.3  ±  2.0  ±  0.3	


Ds
+→η’π+  	
-­‐‑0.82  ±  0.36  ±  0.24  ±  0.27	


Most precise
 

Very important 

h�p://www.slac.stanford.edu/xorg/hfag/charm	




•  Simple  &  sensitive	

	

•  In  SM:  |ΔACP

direct|≤  0.6%	

  	

	

	

	

	

	

•  HFLAV  average	


Jolanta@Implications2017 

ΔACP  =ACP(D0→K+K-­‐‑)  -­‐‑  ACP(D0→π+π-­‐‑)	
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Prospects  for  direct  CPV  searches	


Precision down to O(10-3),  still  no  evidence	

•  Will  improve  by  6-­‐‑7  times  with  LHCb  50/�  (in  ~10  years)	

•  Important  Belle2  input:  D0→π0π0,  D0→KSKS,  D+→π+π0  	


Exploit correlations, ACP  not  enough	

•  Between  modes  related  via  Isospin  or  U-­‐‑spin	

•  Model  independent  test  of  SM,  model  dependent  test  of  NP	

•  e.g.  SM  sum  rules:	


	

 

Look at DCS decays (strongly  advertised  by  I.Bigi) 
 

Explore charm baryons 
•  Nothing  published  yet!	

•  1st  evidence  for  CPV  in  baryons  (in  Λb→p3π)                      Nature  Phys.  13,  391-­‐‑396  (2017)	
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Multibody9

•  Individual#contributions#!

15 Charm@Implications2014 

ACP D0→π 0π 0( ) ~ 1%   ACP D0→KSKS( ) ~ 0.6%

A D+→π +π 0( )− A D+→π +π 0( ) = 0
1
2
A π +π −( )+ A π 0π 0( )− 1

2
A π +π −( )− A π 0π 0( ) = 0



ΔACP  for  Λc→pK+K-­‐‑  and  Λc→pπ+π-­‐‑  	


•  SCS  decays  with  penguin  	

•  2011-­‐‑2012  data,  Λc  from  Λ0

b→Λc
-­‐‑µμ+υ  	


•  Global  asymmetry	

	


	

•  Asymmetries  in  Λb  production  	

          &  detection  of  p/p,  µμ-­‐‑/µμ+  cancel  out    	


	

•  1st  CPV  measurement  for  charm  baryons	

•  Systematics  dominated  by  MC  size	
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LHCb-­‐‑PAPER-­‐‑2017-­‐‑044	
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•  How  about  ΔACP  in  Phase-­‐‑Space  regions?  	

•  CPV  ‘localised’  through  resonance  	

          interferences  ð be�er  sensitivity,  	

          but  difficult  interpretation	

•  5D  phase  space,	

          reduces  to  Dali�  plot  if  Λc  unpolarised	

•  Rich  dynamics,  amplitude  analysis  needed 

•  For  now  BF’s  for  SCS  and  DCS  decays	


More  with  Λc→ph+h-­‐‑?  	
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arXiv:1711.01157	


The background population in each bin of the template is fluctuated randomly according316

to a Gaussian distribution, and the fit procedure repeated. Pseudo-experiments are also317

utilised to verify that the yields extracted in the ln(�2

IP

) fitting procedure are una↵ected318

by bias, and to verify the statistical precision of the prompt ⇤+

c

yield.319

The dominant systematics in the SL analysis are found to be those associated with320

the determination of the PID selection e�ciency. In the prompt analysis the contribution321

from the background template and from the constrained shape parameters are found to322

be the dominant uncertainties.323
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where N represents the measured yield in each case, ✏ is the full selection e�ciency for the327

mode, and s

scale

is a scaling factor to account for the discarded ⇤

+
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! pK
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+ data which328

is utilised in the selection training, and is equal to 0.9. The results of the SL analysis are329
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while in the prompt analysis the results are330
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where the first uncertainties are statistical and the second are systematic.331

The measurements of ratios the Cabibbo-suppressed branching fractions to the Cabibbo-332

favoured branching fraction are in agreement between the SL and prompt analyses,333

demonstrating that the methods employed in their determination are robust. Each of the334

measurements in the SL analysis are the most precise of these quantities to date. It should335

be noted that the e�ciency correction to the ratio B(⇤+
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is small, with the ratio of corrected and uncorrected yields di↵ering by 3%, which is337

comparable to the systematic uncertainty on the measurement. While the results in the338

prompt analysis are of comparable precision to the recent measurements at Belle [3] and339

at BESIII [5], we do not combine the prompt measurements with the SL. This is because340

the precision of such a combination would not o↵er a significant improvement on the341

precision of the SL result alone.342
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Λc→pK+K-­‐‑	


	

	

	

	

	

	

	

	

	

	

Λc→pπ+π-­‐‑	


	


m
2 (K

+ K
-­‐‑ )  
    	


m2(pK-­‐‑)      	


m
2 (π

+ π
-­‐‑ )  
    	


m2(pπ-­‐‑)      	




•  2&3-­‐‑body  hadronic  D  decays:  only  P-­‐‑even  ampl.    ð  CPV  via  C-­‐‑violation	

•  4-­‐‑body  D  decays:  also  P-­‐‑odd  amplitudes                                ð  CPV  via  P-­‐‑violation  	


•  CPV  P-­‐‑even:  ACP~sinΔφweak  sinΔφ  strong	

                              P-­‐‑odd:  ACP~sinΔφweak  cosΔφstrong	


•  D0→π+π-­‐‑  π+π-­‐‑:  P-­‐‑odd  CPV  with  2.7σ  significance  (>3σ  for  some  scenarios)	


	

	


•  Λc  decays:  P-­‐‑odd  amplitudes  already  in  2  &  3-­‐‑body  channels!	


P  behind  CP  violation	
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•  P-­‐‑odd:  D0→ρ0ρ0  in  P-­‐‑wave  (~6%)	

•  Increased  CPV  significance	

          points  to  ρ0→π+π-­‐‑	

	


                                                                                                        	

              PLB  769  (2017)  345-­‐‑356	
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Figure 3: (a,b) Distribution of permutation T -values fitted with a GEV function and showing
the T -value of the data tests as a vertical line, and (c,d,e,f) local asymmetry significances. Left
column plots are for the P -even CP -violation test, projected onto the (c) m(⇡

1

⇡
2

⇡
3

) and (e)
m(⇡

1

⇡
2

) axes. Right column plots are for the P -odd CP -violation test projected onto the same
axes. In plots (c,d,e,f) the grey area correspond to candidates with a contribution to the T -value
of less than one standard deviation. In the P -even CP violation test the positive (negative)
asymmetry significance is set for the D0 candidates having positive (negative) contribution to the
measured T value. In the P -odd CP violation test the positive (negative) asymmetry significance
is set for sample I + IV having positive (negative) contribution to the measured T value (see
Sect. 5). The pink (blue) area corresponds to candidates with a positive (negative) contribution
to the T -value. Light, medium or dark shades of pink and blue correspond to between one and
two, two and three, and more than three standard deviation contributions, respectively.
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      m(π+π-­‐‑)min	


complementary	




Going  rare	


•  The  larger  penguin  contribution,  the  larger  CPV	


Radiative  decays:  there  are  signals  to  explore	

•  ACP(D0→ρ0γ)  ≤  10%            de  Boer,  Hiller  arXiv:1701.06392	


•  Full  Belle  data            PRL118,  051801  (2017)	


•  LHCb  Run2:  at  least  double  Belle  signals	

	


Leptonic  decays:  first  signal!  	

•  D0→π+π-­‐‑  µμ+µμ-­‐‑  	

            with  m(µμ+µμ-­‐‑)<  525  MeV	

            S  =  27±6  (5.4σ)	
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More  by  Simone  Bifani  	

on  Wednesday	


Decays of charm hadrons into final states containing dimuon pairs may proceed via the
short-distance c ! uµ+µ� flavor-changing neutral-current process, which in the standard
model can only occur through electroweak-loop amplitudes that are highly suppressed
by the Glashow-Iliopoulos-Maiani mechanism [1]. If dominated by these short-distance
contributions, the inclusive D ! Xµ+µ� branching fraction, where X represents one or
more hadrons, is predicted to be O(10�9) [2] and can be greatly enhanced by the presence of
new particles, making these decays interesting for searches for physics beyond the standard
model. However, long-distance contributions occur through tree-level amplitudes involving
intermediate resonances, such as D ! XV (! µ+µ�), where V represents a ⇢0, ! or �
vector meson, and can increase the standard model branching fraction up to O(10�6) [2–4].
The sensitivity to the short-distance amplitudes is greatest for dimuon masses away from
resonances, though resonances populate the entire dimuon-mass spectrum due to their
long tails. Additional discrimination between short- and long-distance contributions can
be gained by studying angular distributions and charge-parity-conjugation asymmetries,
which in scenarios beyond the standard model could be as large as O(1%) [4–9]. Decays
of D0 mesons to four-body final states (Fig. 1) are particularly interesting in this respect
as they give access to a variety of angular distributions. These decays were searched for
by the Fermilab E791 collaboration and upper limits were set on the branching fractions
in the range 10�5–10�4 at the 90% confidence level (CL) [10]. More recently, a search for
nonresonant D0 ! ⇡+⇡�µ+µ� decays (the inclusion of charge-conjugate decays is implied)
was performed by the LHCb collaboration using 7 TeV pp-collision data corresponding to
1 fb�1 of integrated luminosity [11]. An upper limit of 5.5 ⇥ 10�7 at the 90% CL was set
on the branching fraction due to short-distance contributions, assuming a phase-space
decay.

This Letter reports the first observation of D0 ! ⇡+⇡�µ+µ� and D0 ! K+K�µ+µ�

decays using data collected by the LHCb experiment in 2012 at a center-of-mass energyp
s = 8 TeV and corresponding to an integrated luminosity of 2 fb�1. The analysis is

performed using D0 mesons originating from D⇤+ ! D0⇡+ decays, with the D⇤+ meson
produced directly at the primary pp-collision vertex (PV). The small phase space available
in this decay allows for a large background rejection, which compensates for the reduction
in signal yield compared to inclusively produced D0 mesons. The signal is studied
in regions of dimuon mass, m(µ+µ�), defined according to the known resonances. For
D0 ! ⇡+⇡�µ+µ� decays these regions are: (low-mass) < 525 MeV/c2, (⌘) 525–565 MeV/c2,
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Figure 1: Example diagrams describing the (left) short- and (right) long-distance contributions
to D0 ! h+h�µ+µ� decays, where q = d, s and h = ⇡,K.
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        signal	

        D0→4π    	


PRL119,  181805  (2017)	
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Figure 2: Distributions of m(D0) for the D0 ! ⇡+⇡�µ+µ� candidates in the low-m(µ+µ�), ⌘,
⇢0/!, � and high-m(µ+µ�) regions. Fit projections are overlaid.
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Figure 3: Distributions of m(D0) for the D0 ! K+K�µ+µ� candidates in the low-m(µ+µ�), ⌘
and ⇢0/! regions. Fit projections are overlaid. No fit is performed in the ⌘ region, where only
two candidates are observed.
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4

LHCb	




Summary	


•  Pinning  down  the  D-­‐‑mixing  frequencies	

•  Have  a  chance  to  get  significant  x  with  Run2  data	

          	

•  CPV  in  charm  still  awaits  discovery	

•  With  Run2  data  we  are  entering  SM  regime	

•  Observation  first,  then  interpretation…	


•  With  rare  charm  decays,  we  will  take  B-­‐‑brother  path  ASAP	

          P5’  for  D→hh  µμ+µμ-­‐‑  ?  In  ~10  years…	
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Backups	


•    	
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ΔACP  for  Λc→ph+h-­‐‑	


•  5D  phase  space  describing  Λc→ph+h-­‐‑  dynamics:  	

          m2(ph-­‐‑),  m2(h+h-­‐‑),  3  angles  in  a  coordinate  system  defined  as:	

          z:  Λc  polarisation  axis  (perp.  to  production  plane),  x:  Λc  flight  direction  in  lab	

	

	

	

	

	

	

	

	

	

	

	

•  for  unpolarised  Λc  PS  reduces  to  the  two  inv.  masses	
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θp,  φp:  proton  polar  and  azimuthal  angles	

  φhh:  acoplanarity  angle	




ΔACP  for  Λc→ph+h-­‐‑	


•  Extra  asymmetries:	
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� �+
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•

( ) ¥ ( ) + � + µ +

•
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•  2011  data,  Λc  from  Λ0
b→Λc

-­‐‑µμ+υ  (prompt  charm  as  x-­‐‑check)	


BF  of  Λc→ph+h-­‐‑    	
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Figure 2: Invariant mass distributions of (a) ⇤+

c

! pK�⇡+, (b) ⇤+

c

! p⇡�⇡+, (c) ⇤+

c

! pK�K+,
and (d) ⇤+

c

! p⇡�K+ decays, with fit results superimposed. The hatched magenta region
indicates the signal, the shaded green region indicates the background from unrelated tracks,
and the solid red line indicates the full fit.

than the prompt ⇤+

c

. Due to the kinematic cuts employed in the selection, the e�ciency205

ratios between the ⇤

+

c

! phh

0 modes therefore vary between prompt and secondary ⇤
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.206

This implies the need to disentangle the prompt and secondary ⇤

+
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candidates, which207

may be achieved through examination of the �2

IP

of the ⇤+
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candidates. The inclusion of a208

truly prompt ⇤+
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in the PV reconstruction generally results in a smaller increase to the209

PV-fit �2 than in the case of an inclusion of a truly secondary ⇤
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).212
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of each decay mode, i.e. the sum of prompt and secondary214

⇤
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unbiased, and the standard deviation on the distribution of the prompt yields verifies the261

reported uncertainty in the nominal fit.262

Table 2: The extracted signal yields in both the SL and prompt measurements.
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5 Systematic uncertainties263

Several sources of systematic uncertainty are considered in the evaluation of the selection264

e�ciencies and in the yield determinations. The uncertainties are summarised for the SL265

measurements in Table 3, and for the prompt measurements in Table 4. We describe the266

systematics for the SL and prompt analyses in tandem herein.267

The uncertainties on the PID e�ciencies are determined in bins of track momentum268

and pseudorapidity and propagated to determine the systematic uncertainties on the269

ratios of branching fractions. It is assumed that the e�ciency for each candidate track270

in a given kinematic bin is single-valued, while the finite bin size results in a kinematic271

distribution within each bin. As such, small di↵erences in the kinematic distributions272

of calibration and signal tracks within each bin can result in systematic errors in the273

assigned e�ciencies. The e↵ect of this variation in kinematics is tested by repeating274

the calibration procedure with a variety of binning schemes, such that the kinematic275

distributions of calibration and signal tracks within each bin are altered. After the276

calibration procedure has been carried out for each binning scheme and a PID selection277

e�ciency ratio determined for each, the maximum deviation from the nominal e�ciency278

ratio is assigned as a systematic uncertainty. For the SL measurements this is the dominant279

source of systematic uncertainty, ranging from 1.4 to 2.0%.280

Table 3: The relative systematic uncertainties in each ratio of branching fractions measurement,
for the SL analysis. The total uncertainties are the sums in quadrature of the individual
components. All values are given in percent.
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0 decay structure 1.1 0.7 1.7
Finite simulation statistics 0.3 0.3 0.3
Trigger e�ciency ratio 0.6 0.8 0.3
Total 2.4 1.8 2.7
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D0→K3π  Amplitude  Analysis	


•  D0→K-­‐‑π+  π+  π-­‐‑        (RS)                                              D0→K+π-­‐‑  π+  π-­‐‑  (WS)  	
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Table 6: Table of fit fractions, coupling parameters and other quantities for the WS mode
D0 ! K+⇡�⇡�⇡+. Also given is the �2 per degree-of-freedom (⌫) for the fit. The first uncertainty
is statistical, the second systematic. Couplings are defined with respect to the coupling to the
channel D0 ! [K⇤(892)0⇢(770)0]L=2.

Fit Fraction [%] |g| arg(g)[o]

K⇤(892)0⇢(770)0 9.62± 1.58± 1.03 0.205± 0.019± 0.010 �8.5± 4.7± 4.4

[K⇤(892)0⇢(770)0]L=1 8.42± 0.83± 0.57 0.390± 0.029± 0.006 �91.4± 4.7± 4.1

[K⇤(892)0⇢(770)0]L=2 10.19± 1.03± 0.79
⇢(1450)0K⇤(892)0 8.16± 1.24± 1.69 0.541± 0.042± 0.055 �21.8± 6.5± 5.5

K
1

(1270)+⇡� 18.15± 1.11± 2.30 0.653± 0.040± 0.058 �110.7± 5.1± 4.9
K

1

(1400)+ [K⇤(892)0⇡+] ⇡� 26.55± 1.97± 2.13 0.560± 0.037± 0.031 29.8± 4.2± 4.6

[K+⇡�]L=0 [⇡+⇡�]L=0 20.90± 1.30± 1.50
↵
3/2

0.686± 0.043± 0.022 �149.4± 4.3± 2.9
�
1

0.438± 0.044± 0.030 �132.4± 6.5± 3.0
f
⇡⇡

0.050± 0.006± 0.005 74.8± 7.5± 5.3

Sum of Fit Fractions 101.99± 2.90± 2.85
�2/⌫ 350/239 = 1.463

6.4 Alternative parameterisations483

The model finding procedure outlined in Sect. 5.4 results in ensembles of parameterisations484

of comparable quality and complexity. The decay chains included in the models discussed485

in the previous sections are included in the majority of models of acceptable quality, with486

further variations made by addition of further small components. The fraction of models487

in this ensemble containing a given decay mode are shown in Table 7 for the RS decay488

mode. with the average fit fraction associated with each decay chain also tabulated. The489

ensemble of RS models consists of about 200 models with �2 per degree-of-freedom varying490

between 1.21 and 1.26. Many of the decay chains in the ensemble include resonances,491

such as the K
1

(1270), decaying via radially excited vector mesons, such as the ⇢(1450)0492

and K⇤(1410)0 mesons. In particular, the decay K
1

(1270)� ! ⇢(1450)0K� is included in493

the models discussed in Sect. 6.2, 6.3 and is found in the majority of the models in the494

ensemble. This decay channel of the K
1

(1270)� meson has a strong impact at low dipion495

masses due to the very large width of the ⇢(1450)0, of about 400MeV/c. As this decay496

mode has not been studied extensively in other production mechanisms of the K
1

(1270)�,497

and the ensemble is not is complete agreement as to its presence, models excluding this498

component are presented as alternative parametrisations in App. E. The situation can499

be clarified with independent measurements of the properties of these resonances. The500

a
1

(1640)+ resonance is also found in many models in the ensemble, and is likely to be501

present at some level despite being outside of the phase space. This resonance will strongly502

interfere with the dominant a
1

(1260)+ component, and as the parameters of this resonance503

are poorly known, improved external inputs will be required to correctly constrain this504

21

Table 2: Table of fit fractions, coupling parameters and other quantities for the RS mode
D0 ! K�⇡+⇡+⇡�. Also given is the �2 per degree-of-freedom (⌫) for the fit. The first
uncertainty is statistical, the second systematic. Couplings are defined with respect to the
coupling to the channel D0 ! [K⇤(892)0⇢(770)0]L=2.

Fit Fraction [%] |g| arg(g)[o]

K⇤(892)0⇢(770)0 7.34± 0.08± 0.47 0.196± 0.001± 0.015 �22.4± 0.4± 1.6

[K⇤(892)0⇢(770)0]L=1 6.03± 0.05± 0.25 0.362± 0.002± 0.010 �102.9± 0.4± 1.7

[K⇤(892)0⇢(770)0]L=2 8.47± 0.09± 0.67
⇢(1450)0K⇤(892)0 0.61± 0.04± 0.17 0.162± 0.005± 0.025 �86.1± 1.9± 4.3

[⇢(1450)0K⇤(892)0]L=1 1.98± 0.03± 0.33 0.643± 0.006± 0.058 97.3± 0.5± 2.8

[⇢(1450)0K⇤(892)0]L=2 0.46± 0.03± 0.15 0.649± 0.021± 0.105 �15.6± 2.0± 4.1

⇢(770)0 [K�⇡+]L=0 0.93± 0.03± 0.05 0.338± 0.006± 0.011 73.0± 0.8± 4.0
↵
3/2

1.073± 0.008± 0.021 �130.9± 0.5± 1.8
K⇤(892)0 [⇡+⇡�]L=0 2.35± 0.09± 0.33
f
⇡⇡

0.261± 0.005± 0.024 �149.0± 0.9± 2.7
�
1

0.305± 0.011± 0.046 65.6± 1.5± 4.0

a
1

(1260)+K� 38.07± 0.24± 1.38 0.813± 0.006± 0.025 �149.2± 0.5± 3.1
K

1

(1270)�⇡+ 4.66± 0.05± 0.39 0.362± 0.004± 0.015 114.2± 0.8± 3.6
K

1

(1400)� [K⇤(892)0⇡�] ⇡+ 1.15± 0.04± 0.20 0.127± 0.002± 0.011 �169.8± 1.1± 5.9

K⇤
2

(1430)� [K⇤(892)0⇡�] ⇡+ 0.46± 0.01± 0.03 0.302± 0.004± 0.011 �77.7± 0.7± 2.1

K(1460)�⇡+ 3.75± 0.10± 0.37 0.122± 0.002± 0.012 172.7± 2.2± 8.2

[K�⇡+]L=0 [⇡+⇡�]L=0 22.04± 0.28± 2.09
↵
3/2

0.870± 0.010± 0.030 �149.2± 0.7± 3.5
↵
K⌘

0 2.614± 0.141± 0.281 �19.1± 2.4± 12.0
�
1

0.554± 0.009± 0.053 35.3± 0.7± 1.6
f
⇡⇡

0.082± 0.001± 0.008 �147.0± 0.7± 2.2

Sum of Fit Fractions 98.29± 0.37± 0.84
�2/⌫ 40483/32701 = 1.238

6.2 The RS-mode D0 ! K�⇡+⇡+⇡�
390

Invariant-mass projections for D0 ! K�⇡+⇡+⇡� are shown in Fig. 2 together with391

the expected distribution from the model in Table 2. The �2 per degree-of-freedom is392

calculated, with the only source of systematic uncertainty considered from the finite size393

of the integration sample, and is found for the final model to be ⇡ 1.24, indicating that394

the data are reasonably described by the model given the very large sample size.395

Three cascade contributions, the a
1

(1260)+, the K
1

(1270)� and K(1460)� are modelled396

using the three-body running width treatment described in Sect. 4. The masses and widths397

of these states are floated in the fit. The mass, width and coupling parameters for these398

resonances are presented in Tables 3, 4 and 5.399

The largest contribution is found to come from the axial vector a
1

(1260)+, which400
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•  Strong  phases  vary  in  Phase  Space  ð  local CPV asymmetries 

•  Model  dependent:  ACP  for  resonances  (amplitude  analysis)	


•  Model  independent:  test  data  consistency  with  no-­‐‑CPV,  give  p-­‐‑value              	

	


                    binned  χ2  (SCP  method)                                                  unbinned  (Energy  Test)	

	


      D+→π+π+π-­‐‑      p-­‐‑value  =  50÷100%                  D0→π+π-­‐‑π0      p-­‐‑value  =  2÷5%	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

                                                    	

      	

	

  	


Direct  CPV  in  multibody  decays	
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590 LHCb Collaboration / Physics Letters B 728 (2014) 585–595

Fig. 8. (a) Raw asymmetry and (b) pull value of µT as a function of a region for the background candidates. The horizontal lines in (b) represent +3 and +5 pull values. The
region R0 corresponds to the full Dalitz plot. Note that the points for the overlapping regions are correlated.

Fig. 9. Distributions of S i
CP across the D+ Dalitz plane, with the adaptive binning scheme of uniform population for the total D+ → π−π+π+ data sample with (a) 49 and

(c) 100 bins. The corresponding one-dimensional S i
CP distributions (b) and (d) are shown with a standard normal Gaussian function superimposed (solid line).

observed that the difference in shape of the probability density
functions is in large part absorbed in the difference in the normal-
isation. This indicates that the choice of the regions is important
for increasing the sensitivity of the kNN method. In general the
method applied in a given region is sensitive to weak phase differ-
ences greater than (1–2)◦ and magnitude differences of (2–4)%.

6. Results

6.1. Binned method

The search for CPV in the Cabibbo-suppressed mode D+ →
π−π+π+ is pursued following the strategy described in Sec-
tion 4. For the total sample size of about 3.1 million D+ and
D− candidates, the normalisation factor α, defined in Eq. (1), is
0.990 ± 0.001. Both adaptive and uniform binning schemes in the
Dalitz plot are used for different binning sizes.

The S i
CP values across the Dalitz plot and the corresponding

histogram for the adaptive binning scheme with 49 and 100 bins
are illustrated in Fig. 9. The p-values for these and other binning

Table 1
Results for the D+ → π−π+π+ decay sample using the adap-
tive binning scheme with different numbers of bins. The num-
ber of degrees of freedom is the number of bins minus 1.

Number of bins χ2 p-value (%)

20 14.0 78.1
30 28.2 50.6
40 28.5 89.2
49 26.7 99.5

100 89.1 75.1

choices are shown in Table 1. All p-values show statistical agree-
ment between the D+ and D− samples.

The same χ2 test is performed for the uniform binning scheme,
using 20, 32, 52 and 98 bins also resulting in p-values consistent
with the null hypothesis, all above 90%. The S i

CP distribution in the
Dalitz plot for 98 bins and the corresponding histogram is shown
in Fig. 10.

As consistency checks, the analysis is repeated with indepen-
dent subsamples obtained by separating the total sample accord-

	

	

	


Significance  of  asymmetry  for  each  event  	


PLB  728  (2014)  585	


Significance  of  asymmetry  in  Dali�  bins	


PLB  740  (2015)  158	




Direct  CPV  in  4-­‐‑body  decays	


•  Access to P-odd amplitudes ð CPV  via  P-­‐‑violation  	

 

          [P-­‐‑odd  amplitude  e.g.  D→VV  in  P-­‐‑wave]	

•  2&3-­‐‑body  D  decays:  P-­‐‑even  ampl.  only  ð  CPV  via  C-­‐‑violation	

          [Baryons:  P-­‐‑odd  also  in  2&3-­‐‑body  decays]	


•  CPV  in  P-­‐‑even  ampl:  ACP~sinΔφweak  sinΔφstrong	

                                        P-­‐‑odd  ampl:  ACP~sinΔφweak  cosΔφstrong	

	


•  Triple-­‐‑product  method  (aka  T-­‐‑odd):  sensitive  to  P-­‐‑odd  CPV  only  	
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complementary	


Mode	
 ACPP-­‐‑odd    [10-­‐‑3]	
Exp	
 Ref	

D0→KSπ+π-­‐‑π0	
 -­‐‑0.3  ±1.4+0.2-­‐‑0.8	
 Belle	
 arXiv:1703.05721	


	


D0→K+K-­‐‑π+π-­‐‑	
 1.8  ±  2.9  ±  0.4	
 LHCb	
JHEP10  (2014)  005  	

	


D+→KSK+π+π-­‐‑	
 -­‐‑12  ±  10  ±  5	
 Babar	
 PRD84  031103(2011)	

	


CT ≡ p
!"
1 ⋅ p
!"
2 × p
!"
3( )

Triple  product:  	




•  Theory  problem:  LongDistance  ~  103  ×  ShortDistance	

•  NP  probes:  ACP,  γ  polarisation  (t-­‐‑dep.  analysis  or  polarised  Λc→pγ)	

•  Experimental  problem:  π0  background	


•  LHCb  competitive  in  D0→ργ,  φγ,  K*γ	

•  Belle2  dominated:  D0→γγ,  D+→ρ+γ,  Λc→pγ	

•  Belle2  wrt  Belle:  merged  π0,  γ→e+e-­‐‑  conversions	

•  LHCb  upgrade:  improved  ECAL(?)	


Decays  with  photon(s)	
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PRL118,  051801  (2017)	

PRD  93,  051102  (2016)	


5

momentum in the φ rest frame. As we wish to apply cor-
rection factors obtained from D0 → φγ, which contains
one photon, to the signal channel with two photons in the
final state, we shift the MC M(γγ) mean value by twice
its correction and multiply the width by the square of
the corresponding correction factor. On the other hand,
the ∆M resolution is dominated by the momentum mea-
surement of π+

s , for which there is no difference between
the signal and control channel. Therefore, the ∆M cor-
rections are applied without any change.
To calibrate the peaking background shape in M(γγ),

we compare data and MC distributions in a sample of
D0 → π0π0 that is partially reconstructed using the
higher-energy photons from each π0 decay. The ∆M
correction factors are obtained using a sample of can-
didates in data and MC events for the forbidden decay
D0 → K0

S
γ, where the selected candidates are mostly due

to partially reconstructed D0 → K0
S
π0 decays.

We apply the fit to simulated MC samples and obtain
yields for the three event categories that are consistent
with their input values. Furthermore, we check the sta-
bility and error coverage of the fit by applying it to an
ensemble of pseudo-experiments where events are drawn
from the PDF shapes for all three event categories as
described above. The exercise is repeated for various
possible signal yields ranging from 0 to 100. We find a
negligible bias on the fitted signal yield and the latter
consistent with the input value within uncertainties.
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FIG. 1. Projections of candidate events onto the M(γγ) (left)
and ∆M (right) distributions, applying a signal-region crite-
rion on the other variable. Points with error bars are the
data, blue solid curves are the results of the fit, blue dot-
ted curves represent the combinatorial background, magenta
dashed curves are the peaking background, and red filled his-
tograms show the signal component.

Applying the 2D fit described above to the 3148 candi-
date events, we find 4±15 signal, 210±32 peaking back-
ground and 2934± 59 combinatorial background events.
Figure 1 shows the results of the fit. In the absence of a
statistically significant signal, we derive an upper limit at
90% CL on the signal yield (N90%

UL ) following a frequentist
method [18] using an ensemble of pseudo-experiments.
For a given signal yield, we generate 5000 sets of sig-

nal and background events according to their PDFs, and
perform the fit. The CL is obtained by calculating the
fraction of samples that gives a fit yield larger than that
observed in data (4 events). The systematic uncertainty
(described below) is accounted for in the limit calcula-
tion by smearing the fit yield. We obtain N90%

UL to be 25
events.
As this is a relative measurement, most of the sys-

tematic uncertainties common between the signal and
normalization channels cancel. However, some resid-
ual systematics remain. We estimate their contributions
by varying the selection criteria that do not necessar-
ily factor out. These include Eγ2, AE , and P(π0). For
Eγ2 we estimate N/ε with and without any requirement
on the photon energy in the D0 → φγ control sam-
ple. The change with respect to the nominal value is
taken as the corresponding systematic error. The un-
certainty due to the P(π0) requirement is calculated in
the same control sample by comparing the nominal yield
with the one obtained with a substantially relaxed cri-
terion [P(π0) < 0.7]. We double the above systematic
uncertainties, as our signal has two photons. Since we
do not have a proper control sample for AE , we fit to
the data without this requirement and take the resulting
change in the upper limit as the systematic error.
Another source of systematics is due to the calibration

factors applied to MC-determined PDF shapes for the
fit to data. In case of signal, we repeat the fit by vary-
ing the PDF shapes in accordance with the uncertainties
obtained in the D0 → φγ control channel and take the
change in the signal yield as the systematic error. To
estimate the PDF shape uncertainty due to the peak-
ing background, similar exercises are also performed by
changing the corresponding calibration factors by ±1σ.
Finally, there is a systematic uncertainty in the effi-

ciencies for photon detection, K0
S
, and π0 reconstruc-

tion. The systematic error due to photon detection is
about 2.2% for Eγ = 1GeV [19]. With two energetic
photons in the signal final state, we assign a 4.4% uncer-
tainty. The uncertainty associated with K0

S
reconstruc-

tion is estimated with a sample of D∗+ → D0π+
s , D

0 →
K0

S
(π+π−)π+π− decays and is 0.7%. We obtain the sys-

tematic error due to π0 reconstruction (4.0%) by com-
paring data–MC differences of the yield ratio between
η → π0π0π0 and η → π+π−π0. The last error is that
on the branching fraction of the normalization channel
D0 → K0

S
π0 [13]. Table I summarizes all systematic

sources along with their contributions.
The 2D fit is then applied to the normalization channel

of D0 → K0
S
π0, using the same signal and background

models as for D0 → γγ. All signal shape parameters are
floated during the fit. We find a signal yield of 343 050±
673 events. Using the above information in Eq. (1), we
obtain a 90% CL upper limit on the branching fraction
of B(D0 → γγ) < 8.5× 10−7. In Fig. 2, we compare our
upper limit with those obtained by CLEO, BESIII and

D0→π0π0	


D0→γγ  	


M(γγ)	
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Figure 1. Distributions inM(D0) (top row) and cos(✓H) (bot-

tom row) of the � mode for D0 (left) and D
0
(right), with fit

results superimposed.

tries are �0.091± 0.066 (� mode), �0.002± 0.020 (K⇤0

mode) and 0.056± 0.151 (⇢0 mode). Here, the uncertain-
ties are statistical only.

The analysis of the normalization modes is based on
the previous analysis of the same modes by Belle [17].
The same selection criteria as for signal modes for particle
identification, vertex fit, q and p

CMS

(D⇤+) are applied.
The signal yield is extracted via background subtrac-
tion in a signal window (SW) of m(D0), with the back-
ground being estimated from a symmetrical upper and
lower sideband (USB and LSB). Based on MC, the frac-
tion of background events in the signal window compared
to all events in sidebands f = (Nbkg

SW

)MC/(N
LSB

+ N
USB

)MC

is calculated and then used to calculate the number
of background events in data in the signal window
(Nbkg

SW

)
DATA

= f ⇥ (N
LSB

+ N
USB

)
DATA

. The reliance
on the fraction f determined from simulation is vali-
dated by comparing background distributions in a q side-
band for simulation and data, which are proven to be
in good agreement. We verify that the fraction is uni-
form for both D0 and D0 samples. The signal window
for the K+K� mode is ±14 MeV/c2 around the nomi-
nal value [6], with the sidebands being ±(31-45)MeV/c2

around the nominal value. For the K�⇡+ mode, the sig-
nal window is ±16.2 MeV/c2 and sidebands are ±(28.8-
45)MeV/c2, and for the ⇡+⇡� mode, the signal win-
dow is ±15 MeV/c2 and sidebands are ±(20-35)MeV/c2.
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Figure 2. Distributions inM(D0) (top row) and cos(✓H) (bot-

tom row) of the K⇤0 mode for D0 (left) and D
0
(right), with

fit results superimposed.
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Figure 3. Distributions in M(D0) (top row) and cos(✓H)

(bottom row) of the ⇢0 mode for D0 (left) and D
0
(right),

with fit results superimposed.
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•  t-­‐‑acceptance:  LHCb  triggers distort  prompt  charm	

•  Prompt  +  sec  charm  ð  full  coverage  of  decay  time	

•  Lifetime-­‐‑unbiased  triggers  in  Run-­‐‑2	


	

	

	

•  t-­‐‑resolution  	

•  good  at  LHCb:  ~50fs  	

•  improved  at  Belle2  wrt  Belle:  ~250fs  è~150fs	

	

	

	


	


Experimental  aspects  &  prospects	
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Common	themes:	D0-tagging	

Double-tagged:		(B0	�	μ−νX)D*+	�	π+D0		

CPV	and	mixing	in	charm	at	LHCb													Mark	Williams													8	September	2016	

μ−	

Best	of	both	worlds:	
•  Life-me	unbiased	selecTons	–	provides	

extra	sensiTvity	in	low-t	region	to	
complement	prompt-tag	sample	

•  Use	D*±	mass	peak	to	reduce	background	
•  No	mis-tagged	component	

pp�B	

D0	B0	

ν	
π+	

D*+	

_	

_	

_	

D0�K−π+	

6	

t(D)/τ	

LHCb	
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Figure 4: The lifetime of D0 signal candidates in data after the D⇤+ selection where the D0 is
required to have fired the Hlt1CalibTrackingKPi line (left) also shown with a logarithmic scale
(right). The red line is not fitted to the data but simply the world average value overlaid.

4 Conclusion116

The machinery to fully reconstruct particle decay chains has been added to the LHCb117

HLT1 software, enabling decays of charm and beauty hadrons to be triggered without any118

lifetime-biasing requirements. A set of HLT1 lines have been written to select events in119

this way and have been shown to perform well in data with a signal e�ciency in simulation120

of around 10% for D⇤+ ! D0⇡+ decays. The timing and rate of these lines is within the121

requirements of the LHCb trigger system. The combinatoric framework in HLT1 allows122

for more complex decay chain reconstruction and in the future further lifetime unbiased123

exclusive lines can be developed.124
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prompt	

D0→K-­‐‑π+	


                              expected  	

                              for  τ=410  fs	

	




Experimental  aspects  &  prospects	


•  flavour  tagging  at  t=0.  Defines  charm  samples	


	


•  LHCb  uses  both;  Belle  prompt	


•  prompt/sec  separation,  nontrivial  at  LHCb	


•  Lifetime  biasing;  may  need  be�er  approach	

33 Jolanta@Implications2017 

�5 0 5 10
ln(c2

IP)

0

5000

10000

15000

20000

25000

C
an

di
da

te
s/

0.
2

LHCbp
s = 5TeV

D0 data
Fit
Signal
Comb. bkg.
Secondary

Figure 1: Distributions for selected D0 ! K�⇡+ candidates: (left) K�⇡+ invariant mass and
(right) ln

�
�2

IP

�
for a mass window of ±20 MeV/c2 around the nominal D0 mass. The sum of the

simultaneous likelihood fits in each (p
T

, y) bin is shown, with components as indicated in the
legends.

Figure 2: Distributions for selected D+ ! K�⇡+⇡+ candidates: (left) K�⇡+⇡+ invariant mass
and (right) ln

�
�2

IP

�
for a mass window of ±20 MeV/c2 around the nominal D+ mass. The sum

of the simultaneous likelihood fits in each (p
T

, y) bin is shown, with components as indicated in
the legends.
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Prompt charm 

Common	themes:	D0-tagging	

π-tagged	(“prompt	charm”)	

CPV	and	mixing	in	charm	at	LHCb													Mark	Williams													8	September	2016	
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�	High	signal	purity	

Life-me	unbiased	trigger	selecTon	

No	D*±	mass	peak	to	cut	on		
�	higher	backgrounds		
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pion tag 
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Secondary charm 	


Common	themes:	D0-tagging	

π-tagged	(“prompt	charm”)	

CPV	and	mixing	in	charm	at	LHCb													Mark	Williams													8	September	2016	
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Production asymmetry	

•  e+e-­‐‑→γ/Z*  interference  ð  FB  asymmetry;  	

          easy  to  disentangle  from  CPV	

•  pp:  σ(Λc

+)>σ(Λc
-­‐‑)  ð  σ(D+)<σ(D-­‐‑)  to  compensate  (Asym~1%)	


Detection asymmetries (K+  vs  K-­‐‑  ,  π+ vs  π-)	

•  different  interactions  with  detector  material:  σ(pK-­‐‑)  >  σ(pK+)  	

•  depend  on  particle  momentum	


‘Extra’  asymmetries  to  account  for	
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J
H
E
P
0
7
(
2
0
1
4
)
0
4
1

Magnet up Magnet down Mean

Araw(K−π+π+) −1.969± 0.033 −1.672± 0.032 −1.827± 0.023

Araw(K0π+) −0.94± 0.17 −0.51± 0.16 −0.71± 0.12

AD(K−π+) −1.08± 0.17 −1.22± 0.16 −1.17± 0.12

Table 3. Asymmetries (in %) entering the calculation of the K−π+ detection asymmetry for the
two magnet polarities, and for the mean value. The correction for the K0 asymmetry is applied in
the bottom row. The mean values in the last column are obtained first by taking the arithmetic
average over the magnet polarities and then by taking the weighted averages of the 2011 and 2012
data sets. The uncertainties are statistical only.
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Figure 3. Measured K−π+ detection asymmetry as a function of the kaon momentum. The shaded
band indicates the average asymmetry integrated over the bins. There is a correlation between the
data points due to the overlap between the D+→ K0π+ samples used for each bin.

The fits are done separately for the 2011 and 2012 data sets and for the two magnet

polarities. For each data set the mean value of the raw asymmetry is the arithmetic

average of the fit results for the two magnet polarities. The final raw asymmetry is then

the statistically weighted average over the full data set. The derivation of the K−π+

detection asymmetry using prompt D+ → K−π+π+ and D+ → K0π+ decays is shown

in table 3. The measured asymmetry, AD(K−π+) = (−1.17 ± 0.12)%, is dominated by

the different interaction cross sections of K− and K+ mesons in matter. Figure 3 shows

the detection asymmetry as a function of the kaon momentum. As expected, the kaon

interaction asymmetry decreases with kaon momentum.

For illustration, figure 4 shows the raw asymmetries for D0→ K−K+ and D0→ π−π+

candidates as functions of the invariant mass. The raw asymmetry in both decay modes

is slightly negative. The derivation of ∆ACP and ACP (K−K+) from the raw asymmetries

are shown in tables 4 and 5. There is a statistical correlation ρ = 0.23 between the values

of ∆ACP and ACP (K−K+) as they both use candidates in the D0→ K−K+ sample.

– 12 –

PLB  718  (2013)  902	


LHCb Collaboration / Physics Letters B 718 (2013) 902–909 905

Table 1
Production asymmetry for D+ mesons, in percent, in (pT,η) bins, for 2.0 < pT < 18.0 GeV/c and 2.20 < η < 4.75. The uncertainties shown are statistical only; the systematic
uncertainty is 0.17% (see Table 2).

pT ( GeV/c) η

(2.20,2.80) (2.80,3.00) (3.00,3.25) (3.25,3.50) (3.50,3.80) (3.80,4.75)

(2.00,3.20) −0.0 ± 2.5 −2.2 ± 1.2 −0.4 ± 0.8 −0.4 ± 0.7 −1.2 ± 0.6 −1.2 ± 0.5
(3.20,4.00) −0.4 ± 0.9 −0.4 ± 0.7 −0.4 ± 0.5 −1.1 ± 0.5 +0.1 ± 0.5 −1.2 ± 0.5
(4.00,4.55) +0.1 ± 0.8 −1.0 ± 0.8 −1.3 ± 0.6 −2.0 ± 0.6 −0.1 ± 0.6 −2.1 ± 0.7
(4.55,5.20) −1.6 ± 0.7 −0.6 ± 0.8 −0.5 ± 0.6 −0.7 ± 0.6 −1.6 ± 0.6 −2.0 ± 0.8
(5.20,6.00) −0.5 ± 0.7 −0.8 ± 0.8 +0.2 ± 0.7 −0.3 ± 0.7 −0.6 ± 0.7 −1.2 ± 0.9
(6.00,7.00) −1.4 ± 0.8 +0.5 ± 1.0 −0.9 ± 0.9 −0.6 ± 0.9 −0.7 ± 0.9 −1.6 ± 1.2
(7.00,9.50) −0.4 ± 0.8 −0.4 ± 1.1 −0.2 ± 1.1 +1.7 ± 1.1 −1.4 ± 1.1 +1.2 ± 1.4
(9.50,18.00) −0.6 ± 1.3 +1.8 ± 2.3 −2.5 ± 2.2 +1.8 ± 2.4 +1.1 ± 2.5 −7 ± 11

Fig. 4. Production asymmetry as a function of (a) transverse momentum pT and (b) pseudorapidity η. The straight line fits have slopes of (0.09 ± 0.07) × 10−2 ( GeV/c)−1

and (−0.36 ± 0.28)%, and values of χ2 per degree of freedom of 5.5/6 and 2.2/4, respectively. The error bars include only the statistical uncertainty on the D+ signal sample
and are uncorrelated within a given plot.

Table 2
Summary of absolute values of systematic uncertainties on AP. For the binned
production asymmetries given in Table 1, all uncertainties except that on the re-
construction efficiency apply, giving a combined systematic uncertainty of 0.17%.

Systematic effect Uncertainty (%)

Trigger asymmetries 0.15
D from B 0.04
Selection criteria 0.05
Running conditions 0.04
Pion efficiency 0.02
Fitting 0.04
Kaon CP violation 0.03
Weights (reconstruction efficiency) 0.05

Total including uncertainty on weights 0.18

separately, and found to be fully consistent: (−1.07 ± 0.41)% and
(−0.85 ± 0.34)%, respectively.

7. Systematic uncertainties

The sources of systematic uncertainty are summarised in Ta-
ble 2. The dominant uncertainty of 1.5 × 10−3 is due to asym-
metries introduced by the trigger. Events which are triggered in-
dependently of the signal decay, i.e. by a track that does not
form part of the signal candidate, could be triggered by particles
produced in association with the D+ meson. If this occurs, the
asymmetry in this sample would be correlated with the produc-
tion asymmetry, and would bias the measurement of it. This was
studied with a control sample of the abundant D+ → K−π+π+

decay. To mimic the charge-unbiased sample of D+ → K0
Sπ

+ de-
cays which are triggered by a K0

S daughter, we choose the kaon and
one pion at random and require that the trigger decision be based
on one of these tracks. This is close to being charge-symmetric
between D+ and D− candidates, with some residual effects due to

differences in material interaction between K + and K − mesons.
The raw asymmetry in this subsample of D+ → K−π+π+ decays
is then compared to that in the much larger sample of candi-
dates that are triggered independently of the signal decay. The
difference in raw charge asymmetry between these two samples,
(1.5 ± 0.4)× 10−3, is a measure of the scale of the bias. Unlike the
signal, the K−π+π+ decay also includes a component due to the
K +/K − asymmetry, and therefore this is treated as a systematic
uncertainty rather than a correction. This is cross-checked with
other control samples such as D+

s → φπ+ and the uncertainty is
found to be conservative.

Further systematic uncertainties arise from the contamination
of the prompt sample by D candidates that originate from B de-
cays. The yield of these is calculated using the measured cross-
sections [1,2], branching ratios, and efficiencies determined from
the simulation. The fraction of D candidates from B decays is
found to be (1.2 ± 0.3)%. This quantity is combined with the
B0 production asymmetry, which is estimated to be (−1.0 ±
1.3)% [25], to determine the systematic uncertainty.

Certain selection criteria differ between the D+ → K0
Sπ

+ signal
sample and the D0 → K−π+π−π+ decays used to determine the
asymmetry in the pion efficiencies. The charge asymmetry is found
to depend weakly on the value of the requirement on the pion pT.
Pions in the signal sample must have pT > 500 MeV/c while those
in the control sample must have pT > 300 MeV/c. A systematic
uncertainty is calculated by estimating the proportion of signal
candidates with 300 < pT < 500 MeV/c and multiplying this frac-
tion by the difference between the charge asymmetries in the low
pT region and the average.

The difference in signal yields per pb−1 of integrated luminosity
between magnet-up and magnet-down data is used to determine
a systematic uncertainty for changes in running conditions that
could impair the cancellation of detector asymmetries achieved

AP(D+)=(-­‐‑1.0  ±0.3  ±0.2)%  	
 AD(K-­‐‑)  	


p(K)  	
pT(D)  	




From  raw  asymmetry  to  CP  asymmetry	

Correct with CF control modes  
•  Overconstrain  system  with  additional  channels	

•  ACP(D0→K+K-­‐‑)  case	


 

•  Assume  no  CPV  in  CF  or  include  related  uncertainty?  	
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Calculated  from  known  	

K0/K0  interactions  with  	

detector  +  K-­‐‑mixing/CPV	


Production  	

asymmetries	


ACP  =  Araw(K+K-­‐‑)  	

	


                      -­‐‑Araw(K-­‐‑π+)  	


	

                                    +Araw(K-­‐‑π+π+)	


	

                                                  -­‐‑Araw(K0π+)	

	

                                                                        +A(K0)	


_	


_	


Multi-­‐‑dim  reweighting  
to  match  kinematics  of  
signal  &  control  modes	


_	




D0-­‐‑D0  mixing  &  Indirect  CPV:  basics	


•  Flavour  eigenstates  D0  [cu]  D0  [cu]  ð mass  eigenstates  D1  D2  [m1,2  Γ1,2]	


•  Mixing  frequencies  x,  y	


•  CPV  related  to  mixing  (Indirect  CPV)	


•  SM:  	

          x,  y  ~O(10-­‐‑2)  with  large  uncertainty	

          Indirect  CPV  universal,  ~10-­‐‑4	
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D1,2 = p D0 ± q D
0

p2 + q2 =1

x = m2 −m1
Γ

y = Γ2 −Γ1
2Γ

Γ =
Γ1 +Γ2
2

q p ≠1 φ = arg q p( ) ≠ 0

Contributions to x and y

Standard Model
Burdman, Shipsey, Ann.Rev.Nucl.Part.Sci.53,431; Falk et al., PRD65, 054034; Bigi, Uraltsev, Nucl. Phys. B592, 92;

Short distance
c

ū

D0 D
0

WW

d , s, b

¯d , s̄, ¯b

u

c̄
E↵ective CKM and GIM suppression

|x |, |y |  10�3

Long distance

u

c̄
D0KK , ⇡⇡,

...

c

ū
D0

Contribution from hadronic intermediate states

x , y ⇠ up to 1%

New Physics predictions for |x|

A. Petrov, Int.J.Mod.Phys.A21, 5686;

Large uncertainty in SM mixing rate
,! di�cult to identify New Physics

contributions

however, measurements of x and y still
provide usefull constraints on many New
Physics models

See also A. Kagan’s talk later today
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  x, y ~ 1% 
 

difficult  to  calculate	


x~10-5  

Contributions to x and y

Standard Model
Burdman, Shipsey, Ann.Rev.Nucl.Part.Sci.53,431; Falk et al., PRD65, 054034; Bigi, Uraltsev, Nucl. Phys. B592, 92;

Short distance
c

ū

D0 D
0
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¯d , s̄, ¯b
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c̄
E↵ective CKM and GIM suppression

|x |, |y |  10�3

Long distance

u

c̄
D0KK , ⇡⇡,

...

c

ū
D0

Contribution from hadronic intermediate states

x , y ⇠ up to 1%

New Physics predictions for |x|

A. Petrov, Int.J.Mod.Phys.A21, 5686;

Large uncertainty in SM mixing rate
,! di�cult to identify New Physics

contributions

however, measurements of x and y still
provide usefull constraints on many New
Physics models

See also A. Kagan’s talk later today

A. Zupanc (KIT) Charm mixing and CPV FPCP 2011, 25/05/2011 21 / 49

_	


_	




•  Rates  integrated  over  Phase  Space	

ð  averaged  strong  phase  &  coherence  factor	

ð  dilution  of  sensitivity	


•  Rcoh~0  phase  variation;  Rcoh~1  resonances  in  phase	


	

•  Measurement  w/o  PS  integration  	

        expected  to  have  large  sensitivity	


!

WS/RS ratio ϵi differ from unity by less than a few percent,
and increase (decrease) the ratio at low (high) decay times.
The background-subtracted and efficiency corrected

WS/RS ratio measured in the ith decay-time bin is given
by ~ri ≡ riϵi − ΔID;i − ΔK0

S
, where ri is the WS/RS ratio

estimated from the Δm fit. The parameters of interest
are determined by minimizing the χ2 function

χ2ð~r; CjθÞ ¼
X10

i;j¼1

½ ~ri − ~RiðθÞ½1 − Δsec;i%%

× ½C−1%ij½ ~rj − ~RjðθÞ½1 − Δsec;j%%

þ χ2secðθÞ½þχ2x;yðθÞ%; ð3Þ

where C is the full covariance matrix of the measurements,
including statistical and systematic uncertainties. Here,
~RiðθÞ gives the theoretical ratio of WS to RS decay
rates [Eq. (1)], integrated over the ith decay-time bin,
which depends on the fit parameter vector θ ¼ frK3πD ;
RK3π
D y0K3π;

1
4 ðx

2 þ y2Þg. Also included in the determination

of ~RiðθÞ is the decay-time acceptance, which is found
from the RS candidates assuming that their decay-time
dependence is exponential. The parameters Δsec;i are free to
float in the fit with a Gaussian constraint χ2sec. The mean and
width of the Gaussian constraints are defined to be the
midpoint and half the difference between the limits in
Eq. (2), respectively, which are dynamically updated during
the fit. The parameters fsec;i (which are required to
calculate these limits) are also Gaussian constrained to
their measured values. An alternate fit is also performed
where the mixing parameters x and y are constrained to
world average values [4] x ¼ ð0.371' 0.158Þ × 10−2 and
y ¼ ð0.656' 0.080Þ × 10−2 with a correlation coefficient
of −0.361. In this case an additional term χ2x;y is included in
the fit and θ ¼ frK3πD ; RK3π

D y0K3π; x; yg. The two fit con-
figurations are referred to as “unconstrained” and “mixing
constrained”.
Figure 2 shows the decay-time dependent fits to the WS/

RS ratio for the unconstrained, mixing-constrained, and no-
mixing fit configurations; the latter has the fit parameters
RK3π
D ⋅y0K3π and 1

4 ðx
2 þ y2Þ fixed to zero. The numerical

results of the unconstrained and mixing-constrained fit
configurations are presented in Table I. The values of
RK3π
D y0K3π and 1

4 ðx
2 þ y2Þ from the unconstrained fit are

both compatible with zero at less than 3 standard devia-
tions, but due to the large correlation between these
parameters, the hypothesis that both are zero can be
rejected with much higher significance. Using Wilks’
theorem [29] the no-mixing hypothesis is excluded at a
significance level of 8.2 standard deviations. The value of
1
4 ðx

2 þ y2Þ determined using the world average values of x
and y is compatible with the unconstrained fit result at 1.8
standard deviations. The results of the mixing-constrained
fit show that the uncertainties on the parameters rK3πD and
RK3π
D y0K3π are reduced by 41% and 61%, respectively, in

comparison with the unconstrained fit. Using the mixing-
constrained fit, it is possible to identify a line of solutions in
the ðRK3π

D ; δK3πD Þ plane. The two-dimensional contours
containing 68.3%, 95.4%, and 99.7% confidence regions
are shown in Fig. 3. The only other constraints on

τt /
2 4 6 8 10 12

W
S/

R
S

3

3.5

4

4.5

5

5.5

6
3−10×

LHCb

Data
Unconstrained
Mixing-constrained
No-mixing

FIG. 2. Decay-time evolution of the background-subtracted and
efficiency corrected WS/RS ratio (points) with the results of the
unconstrained (solid line), mixing-constrained (dashed-dotted
line), and no-mixing (dashed line) fits superimposed. The bin
centers are set to the decay time where RðtÞ is equal to the bin
integrated ratio ~R from the unconstrained fit.

TABLE I. Results of the decay-time dependent fits to theWS/RS ratio for the unconstrained and mixing-constrained fit configurations.
The results include all systematic uncertainties. The number of degrees of freedom is abbreviated as ndf

Fit Type Correlation coefficient
χ2=ndf (p value) Parameter Fit result rK3π

D RK3π
D y0K3π

1
4 ðx

2 þ y2Þ
Unconstrained rK3π

D ð5.67' 0.12Þ × 10−2 1 0.91 0.80
7.8=7ð0.35Þ RK3π

D y0K3π ð0.3' 1.8Þ × 10−3 1 0.94
1
4 ðx

2 þ y2Þ ð4.8' 1.8Þ × 10−5 1
rK3π
D RK3π

D y0K3π x y
Mixing constrained rK3π

D ð5.50' 0.07Þ × 10−2 1 0.83 0.17 0.10
11.2=8ð0.19Þ RK3π

D y0K3π ð−3.0' 0.7Þ × 10−3 1 0.34 0.20
x ð4.1' 1.7Þ × 10−3 1 −0.40
y ð6.7' 0.8Þ × 10−3 1
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Multibody  decays:  time  evolution  of  Dali�	


	

 
✓ Direct  access  to  x,  y,  q/p	

✗  Need  model  to  describe  resonances	

✓Access  to  amplitudes  &  phases  ð no  external  input	

✓No  dilution  from  coherence  factor	


	


	

	


•  Sensitivity  depends  on  resonance  interference	
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•  Large  statistics  and  rich  dynamics	

•  Significant  D0→f  &  D0→f  interferences	

•  Most  precise  x  so  far	


•  Belle:  1.2M  signal  events	

•  LHCb:  2M  in  Run1.  Significant  x  with  Run1+2?	
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        m2(KSπ-­‐‑)	


Dali�(t)  of  D0→KSπ+π-­‐‑  golden  mode	
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6

tal systematic uncertainty, which are summarized in Ta-
ble III. The uncertainty associated with best candidate
selection is estimated by fitting a data sample that ex-
cludes all events with multiple candidates. The uncer-
tainties due to signal and background yields determina-
tion are evaluated by varying their values by the cor-
responding statistical uncertainties. The uncertainties
due to determination of the fraction of wrong tagged
events in random πs background are estimated by let-
ting the fraction parameter free in the mixing fit, which
leads to fw = 0.44 ± 0.02. To account for the uncer-
tainty associated with signal time resolution parameter-
ization, we remove the offset in the third Gaussian func-
tion for the case of the 4-layer silicon vertex detector
configuration. The uncertainty associated with the DP
efficiency function is estimated by replacing it with the
second-order polynomial parameterization. The uncer-
tainties due to the small misalignment of detectors are
estimated to be negligible by varying the offset of the res-
olutions function. The uncertainties associated with the
combinatorial-background PDF are estimated by choos-
ing different sideband samples to fit distributions and
varying the PDF shape parameters by their statistical er-
rors. To evaluate uncertainties associated with a possible
correlation between the DP and the time distribution for
the combinatorial background, we parameterize the DP
distribution in different decay time intervals. We also
vary the ratios of certain DCS intermediate states and
corresponding CF ones by estimated biases using simu-
lated samples (∼ 5%) in order to estimate uncertainties
raised by the fitting procedure. The dominant contri-
butions of experimental systematic error are from the
determination of background PDFs and the DP’s fitting
procedure.
We estimate uncertainties due to the Dalitz model

assumptions by repeating the fit with slightly different
models as described below, and the results are sum-
marized in Table IV. We vary the average values of
masses and widths for the included resonances by their
uncertainties from [17]. We remove the K∗(1680)+,
K∗(1410)± and ρ(1450) resonances which contribute
small fractions in the D0 → K0

Sπ
+π− channel. We per-

form fits with no form factors and with constant Breit-
Wigner widths. The uncertainty due to the angular dis-
tribution for intermediate states is estimated by trying
an alternative helicity angular formalism [18]. We re-
place the model for ππ S-wave of DP by a different
K-matrix formalism [20]. The main contributions are
from the parameterizations of angular dependence. By
exploring the negative log-likelihood distribution on the
plane of mixing parameters, we draw the two-dimensional
(x, y) confidence-level (C.L.) contours for both the CP -
conserved and CPV -allowed fits (Fig. 4). We combine
the statistical and systematic uncertainties using the
method described in [12].
In summary, an updated measurement of D0-D0 mix-
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Figure 3: The proper-time distribution for events in the sig-
nal region (points) and fit projection for the CP conserved fit
(curve). The shaded region shows the combinatorial compo-
nents. The residuals are shown below the plot.
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for CP -conserved Dalitz fit, and solid corresponds to 95%
C.L. contour for CPV -allowed fit with statistical, experimen-
tal and model uncertainties included.

ing in D0 → K0
Sπ

+π− decays was performed based on
921 fb−1 of data collected with the Belle detector. The
results supersede our results in Ref. [12]. We obtain x =
(0.56 ± 0.19+0.03

−0.09
+0.06
−0.09)%, y = (0.30 ± 0.15+0.04

−0.05
+0.03
−0.06)%

assuming no CPV , where the errors are statistical, ex-

τ = 410.3± 0.6 fs

t(D)	
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•  LHCb:  √N  scaling  of  stat  &  syst	

•  Belle:  includes  irreducible  syst	
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Run-­‐‑2  (2015-­‐‑2018)                  Run-­‐‑3  (2021-­‐‑2023)  	
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Short  distance  contribution  	

	

	

	

	

Long  distance  via  Vector  
Meson  Dominance	


•  BF’s  poorly  measured.  No  CPV  analysis  before	

•  Large  CPV  within  SM,  up  to  a  few  %  	


•  First  observation  of  D0→ρ(770)γ  	

	


D0→K*0γ,  ϕγ,  ρ0γ:  BF  &  ACP	
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Figure 1. Distributions inM(D0) (top row) and cos(✓H) (bot-

tom row) of the � mode for D0 (left) and D
0
(right), with fit

results superimposed.

tries are �0.091± 0.066 (� mode), �0.002± 0.020 (K⇤0

mode) and 0.056± 0.151 (⇢0 mode). Here, the uncertain-
ties are statistical only.

The analysis of the normalization modes is based on
the previous analysis of the same modes by Belle [17].
The same selection criteria as for signal modes for particle
identification, vertex fit, q and p

CMS

(D⇤+) are applied.
The signal yield is extracted via background subtrac-
tion in a signal window (SW) of m(D0), with the back-
ground being estimated from a symmetrical upper and
lower sideband (USB and LSB). Based on MC, the frac-
tion of background events in the signal window compared
to all events in sidebands f = (Nbkg

SW

)MC/(N
LSB

+ N
USB

)MC

is calculated and then used to calculate the number
of background events in data in the signal window
(Nbkg

SW

)
DATA

= f ⇥ (N
LSB

+ N
USB

)
DATA

. The reliance
on the fraction f determined from simulation is vali-
dated by comparing background distributions in a q side-
band for simulation and data, which are proven to be
in good agreement. We verify that the fraction is uni-
form for both D0 and D0 samples. The signal window
for the K+K� mode is ±14 MeV/c2 around the nomi-
nal value [6], with the sidebands being ±(31-45)MeV/c2

around the nominal value. For the K�⇡+ mode, the sig-
nal window is ±16.2 MeV/c2 and sidebands are ±(28.8-
45)MeV/c2, and for the ⇡+⇡� mode, the signal win-
dow is ±15 MeV/c2 and sidebands are ±(20-35)MeV/c2.
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Figure 2. Distributions inM(D0) (top row) and cos(✓H) (bot-

tom row) of the K⇤0 mode for D0 (left) and D
0
(right), with

fit results superimposed.
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Figure 3. Distributions in M(D0) (top row) and cos(✓H)

(bottom row) of the ⇢0 mode for D0 (left) and D
0
(right),

with fit results superimposed.
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tom row) of the � mode for D0 (left) and D
0
(right), with fit

results superimposed.

tries are �0.091± 0.066 (� mode), �0.002± 0.020 (K⇤0

mode) and 0.056± 0.151 (⇢0 mode). Here, the uncertain-
ties are statistical only.

The analysis of the normalization modes is based on
the previous analysis of the same modes by Belle [17].
The same selection criteria as for signal modes for particle
identification, vertex fit, q and p

CMS

(D⇤+) are applied.
The signal yield is extracted via background subtrac-
tion in a signal window (SW) of m(D0), with the back-
ground being estimated from a symmetrical upper and
lower sideband (USB and LSB). Based on MC, the frac-
tion of background events in the signal window compared
to all events in sidebands f = (Nbkg

SW

)MC/(N
LSB

+ N
USB

)MC

is calculated and then used to calculate the number
of background events in data in the signal window
(Nbkg

SW

)
DATA

= f ⇥ (N
LSB

+ N
USB

)
DATA

. The reliance
on the fraction f determined from simulation is vali-
dated by comparing background distributions in a q side-
band for simulation and data, which are proven to be
in good agreement. We verify that the fraction is uni-
form for both D0 and D0 samples. The signal window
for the K+K� mode is ±14 MeV/c2 around the nomi-
nal value [6], with the sidebands being ±(31-45)MeV/c2

around the nominal value. For the K�⇡+ mode, the sig-
nal window is ±16.2 MeV/c2 and sidebands are ±(28.8-
45)MeV/c2, and for the ⇡+⇡� mode, the signal win-
dow is ±15 MeV/c2 and sidebands are ±(20-35)MeV/c2.
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tom row) of the K⇤0 mode for D0 (left) and D
0
(right), with

fit results superimposed.

)2 (GeV/c0mass D
1.7 1.8 1.9 2

 )2
Ev

en
ts

 / 
( 0

.0
07

8 
G

eV
/c

0

200

400

 
signal

0π 0ρ
+ρ

-K
-π+ρ
+π-ρ

remaining
combinatorial

π) γ π →(ρ
 FSR-π +π

 

)2 (GeV/c0mass D
1.7 1.8 1.9 2

Pu
ll

2−
0
2

  
)2 (GeV/c0mass D

1.7 1.8 1.9 2

 )2
Ev

en
ts

 / 
( 0

.0
07

8 
G

eV
/c

0

200

400

  

)2 (GeV/c0mass D
1.7 1.8 1.9 2

Pu
ll

2−
0
2

  

)Hθcos(
0.5− 0

Ev
en

ts
 / 

( 0
.0

24
 )

0

200

400

  

)Hθcos(
0.5− 0

Pu
ll

2−
0
2

  

)Hθcos(
0.5− 0

Ev
en

ts
 / 

( 0
.0

24
 )

0

200

400

  

)Hθcos(
0.5− 0

Pu
ll

5−

0

5   

Figure 3. Distributions in M(D0) (top row) and cos(✓H)

(bottom row) of the ⇢0 mode for D0 (left) and D
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with fit results superimposed.
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the BABAR detector at the PEP-II e+e− asymmetric-energy collider operating at center-of-mass
energies 10.58 and 10.54 GeV. We measure the branching fractions relative to the well-studied
decay D0

→ K−π+ and find B(D0
→ K̄∗0γ)/B(D0

→ K−π+) = (8.43 ± 0.51 ± 0.70) × 10−3 and
B(D0

→ φγ)/B(D0
→ K−π+) = (7.15 ± 0.78 ± 0.69) × 10−4, where the first error is statistical and

the second is systematic. This is the first measurement of B(D0
→ K̄∗0γ).

PACS numbers: 13.25.Ft, 12.38.Qk, 12.40Vv, 11.30.Hv, 13.20.Fc

In the b-quark sector, radiative decay processes have
provided a rich field in which to study the Standard
Model of particle physics. Decays such as B → ργ
have yielded measurements of the Cabibbo-Kobayashi-
Maskawa matrix element |Vtd| [1, 2]. These decays are
dominated by short-range electroweak processes, whereas
long-range contributions are suppressed. The situation is
reversed in the charm sector, where radiative decays are
expected to be dominated largely by non-perturbative
processes, examples of which are shown schematically in
Fig. 1. Long-range contributions to radiative charm de-

u

u
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c

W +

φ
(a)

s

s

D0 K̄P

(c)

D0 K̄D
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*0 0

c

u
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W + d
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K *0
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¯

γ γ

γ γ

*0 *

¯

¯
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¯

¯

FIG. 1: Feynman diagrams for the long-range electromagnetic
contributions to D0

→ V γ, V = K̄∗0, φ. Figures (a) and (b)
show sample vector dominance processes, while (c) and (d)
are examples of pole diagrams, where the circles signify the
weak transition and P represents a pseudoscalar meson.

cays are expected to increase the branching fractions for
these modes to values of the order of 10−5, whereas short-
range interactions are predicted to yield rates at the 10−8

level. Given the expected dominance of long-range pro-
cesses, radiative charm decays provide a laboratory in
which to test these QCD-based calculations.

Numerous theoretical models have been developed to
describe these radiative charm decays [3, 4, 5, 6, 7, 8, 9].
The two most comprehensive studies [5, 9] predict very
similar amplitudes for the dominant diagrams shown in
Fig. 1. The first paper bases predictions on Vector Me-
son Dominance (VMD) calculations, while the second
paper uses Heavy-Quark Effective Theory in conjunc-
tion with Chiral-Lagrangians. Though each approach
arrives at similar estimates for the magnitudes of the
individual decay amplitudes, Ref. [5] predicts that the
pole diagrams, shown in Figs. 1 (c) and (d), interfere
destructively and cancel nearly completely. Ref. [9]
makes no such predictions. Precise measurements of
B(D0 → V γ, V = K̄∗0, φ) may provide insight into the

Mode Experimental Theoretical[3, 4, 5, 6, 7, 8, 9
B.F. (×10−5) B.F. (×10−5)

D0
→ φγ (2.43+0.66

−0.57(stat.)+0.12
−0.14(sys.) [10] 0.1 − 3.4

D0
→ K̄∗0γ < 76 (90% C.L.) [11] 7 − 80

D0
→ ρ0γ < 24 (90% C.L.) [11] 0.1 − 6.3

D0
→ ωγ < 24 (90% C.L.) [11] 0.1 − 0.9

TABLE I: The current experimental status and theoretical
predictions for the branching fractions (B.F.) of radiative
charm decays with vector mesons.

amount of interference between pole diagrams.
The first observation of a radiative, but color-

suppressed, D0 decay process was made by the Belle
collaboration with a measurement of B(D0 → φγ) =
(2.43+0.66

−0.57(stat.)+0.12
−0.14(sys.)) × 10−5 [10]. CLEO II con-

ducted searches for other radiative decays and established
the current upper limit of B(D0 → K̄∗0γ) < 7.6 × 10−4

at 90% confidence level (C.L.), as well as upper limits on
B(D0 → ρ0γ) and B(D0 → ωγ) [11]. Table I summarizes
theoretical predictions and current experimental results.

In this paper we present the first observation of the
Cabibbo-favored radiative decay D0 → K̄∗0γ, as well as
an improved branching fraction measurement of the pre-
viously observed decay D0 → φγ. The analysis is based
on 387.1 fb−1 of data recorded by the BABAR detector at
the PEP-II e+e− asymmetric-energy collider operating
at center-of-mass (CM) energies of

√
s = 10.58 GeV and

10.54 GeV, and uses approximately 5 × 108 e+e− → cc
events.

The BABAR detector is described in detail else-
where [12]. Charged particle momenta are measured with
a 5-layer double-sided silicon vertex tracker and a 40-
layer drift chamber. Charged hadron identification is pro-
vided by measurements of the specific ionization energy
loss, dE/dx, in the tracking system and of the Cherenkov
angle obtained from a ring-imaging Cherenkov detec-
tor. An electromagnetic calorimeter consisting of 6580
CsI(Tl) crystals measures shower energy and position for
electrons and photons. These detector elements are lo-
cated inside, and coaxial with, the cryostat of a supercon-
ducting solenoidal magnet, which provides a 1.5 T mag-
netic field. The instrumented flux return of the magnet
allows discrimination between muons and pions.

A detailed Monte Carlo (MC) simulation of the BABAR

detector based on GEANT 4 [13] is used to validate the
analysis and determine the reconstruction efficiencies.
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The statistical correlation coe�cient of the two measurements is ⇢
stat

= 0.24, and the
systematic uncertainties of the two analyses are assumed to be fully uncorrelated.

The correlation coe�cient between this value and the measurement of Asl

CP

(⇡�⇡+) =
(�0.19± 0.20 (stat)± 0.10 (syst))% using semileptonically-tagged decays at LHCb [18] is
⇢
stat

= 0.28. The weighted average of the values is

Acomb

CP

(⇡�⇡+) = (0.07± 0.14 (stat)± 0.11 (syst))%,

where, again, the systematic uncertainties are assumed to be fully correlated. When
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Figure 2: Measurements of CP violation asymmetries in D0 !K�K+ and D0 !⇡�⇡+ decays.
Alongside the two LHCb measurements, presented in this Letter (green ellipse) and in Ref. [18]
(blue ellipse), and their combination (red ellipse), the latest value of the Heavy Flavour Averaging
Group [1] is shown (black ellipse). The latter already includes the measurement of �A

CP

with muon(pion)-tagged D0 decays, using 3(1) fb�1 pp collision data collected with the LHCb
detector [18, 32]. The 68% confidence level contours are displayed where the statistical and
systematic uncertainties are added in quadrature.

adding the statistical and systematic uncertainties in quadrature, the values for the CP
asymmetries in D0 !K�K+ and D0 !⇡�⇡+ have a correlation coe�cient ⇢

full

= 0.61.
Fig. 2 shows the LHCb measurements of CP asymmetry using both pion- and muon-tagged
D0 ! K�K+ and D0 ! ⇡�⇡+ decays. Additionally, the latest combined values of the
Heavy Flavour Averaging Group [1] for these quantities are presented. The time-integrated
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ACP(D0→K+K-­‐‑)  &  ACP(D0→π+π-­‐‑)  	


•  Individual  ACP(KK),  pion-­‐‑tagged  sample	


•  Combine  with  ΔACP  ð	
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•  Combine  with  results  from  
muon-­‐‑tagged  sample  	
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            ð  LHCb  combination	

	

•  Both  ACP’s  consistent  with  zero	
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CPV	in	D0�π+π−π+π−
	

CPV	and	mixing	in	charm	at	LHCb													Mark	Williams													8	September	2016	
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CPV	:	≥2	interfering	processes,	different	weak	
and	strong	phases	

MulT-body	charm	decays	have	rich	resonant	

structure	�	CPV	can	depend	strongly	on	phase	

space	

The	energy	test:	a	model-independent,	

unbinned	method	to	search	for	local	CPV	in	the	

decay	phase	space.	

Electric	charge	analogy:	 +q	and	–q	evenly	distributed	
�	potenTal	energy	E	=	0	

The	energy	test	

Search  for  CPV  in  D0→4π  with  Energy  Test	


•  Statistical  comparison  of  two  distributions	

•  Test  statistics:  based  on  distances  of  event  pairs  	

•  Compare  with  T  distribution  for  no  CPV  case  	

            (randomize  D  flavour)	

	


•  5-­‐‑dim  phase  space:  m2(ππ),  m2(πππ)  ðP-­‐‑even	

•  Use  triple-­‐‑product  sign  to access  P-­‐‑odd  CPV	


                                                                                                      Marginally  consistent  	

                                                                                                        with  no  CPV  (~2.7σ)	
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Figure 3: (left) Permutation T value distribution showing the fit function and the measured T
value as a red line. (middle and right) Visualisation of local asymmetry significances. Results are
given for the (top) P-even and (bottom) P-odd CP violation tests. In the P-even CP violation
test the positive (negative) asymmetry significance is set for the D0 candidates having positive
(negative) contribution to the measured T value. In the P-odd CP violation test the positive
(negative) asymmetry significance is set for sample I +IV having positive (negative) contribution
to the measured T value (see Sect.5).
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p-­‐‑value  =  	

n(T>T0)/n	


T0	
 T0	


P-­‐‑even  	

p-­‐‑value  =	

(4.3  ±  0.6)%  	


P-­‐‑odd  	

p-­‐‑value  =  	

(0.6  ±  0.2)%    	
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D0  D0	


dij	


phase  space	


PLB  769  (2017)  345-­‐‑356	


T = dij DD
+ dij DD

− dij DD



D0→KS"", t-­‐‑dep.  Dali�, model independent	


•  D0→KSππ  is  a  golden  mode  for  mixing	

•  Binned  approach  to  Dali�  	

•  Strong  phases  &  fractions  from  Cleo-­‐‑c	

•  Fit  t(D)  with  data  driven  acceptance	


•  This  is  with  2011  data:  180K  signal  	

            KS  decayed  inside  vertex  detector	

•  Ongoing  for  2012  data:  ~2M  prompt+sec  	

          Also  KS  decayed  outside  vertex  detector	
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Figure 2: Decay time projection from the fit for separation of prompt and secondary candidates.
The curves show the results of the fit described in Sec. 4.4: the total (solid black), the prompt
component (solid green), the secondary component (dot-dashed blue), and the combinatorial
component (dashed red). Both plots show the same data sample with linear (top) and logarithmic
(bottom) vertical scales.

To avoid an excessive number of free parameters when splitting the data into many
independent subsamples, the third fit is done in two stages. Initially, fits to f3(mD

,�m)
are done without dividing the data by phase space bin such that there are only two
subsamples, D⇤+ and D

⇤�. The results of these fits are shown in Fig. 3 and correspond to
yields of approximately 85k each of D⇤+ and D

⇤� within the narrow signal window. The
parameters for f3(mD

|peak), f3(�m|peak), and f3(�m|smooth) are then fixed. Individual
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FIG. 1: Equal ��
D

binning of the D0 !K0

S

⇡+⇡� Dalitz plot with N = 8 based on the model from
Ref. [12]. The color scale represents the absolute value of the bin number, |i|.
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Important additional information can be gained through analysis of D0 !K
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� data. The amplitude for  (3770) decaying to a double K

0

S

h

+

h

� final state
is as follows:

f(m2

+

,m

2

�,m
02
+

,m

02
�) =

f

D

(m2

+

,m

2

�)fD(m
02
�,m

02
+

)� f

D

(m02
+

,m

02
�)fD(m

2

�,m
2

+

)p
2

. (9)

The primed and unprimed Dalitz-plot coordinates correspond to the Dalitz-plot variables of
the two f

D

0 !K

0
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� decays. Defining M

ij

as the event rate in the i

th bin of the first and
the j

th bin of the second f
D !K
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� Dalitz plots, respectively, we have:
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Here, h
corr

= N

DD

/2S2

f

= N
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/8B2

f

, where N

DD

is the number of DD pairs, and as before
S

f
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